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Abstrak 
Komentar dari media sosial dapat dianalisis lebih lanjut. Media sosial digunakan untuk berinteraksi 

antara satu orang dengan orang lain, maupun dengan pemerintah. Isu ini mengemuka karena adanya 

perdebatan dan opini publik dari masyarakat, lembaga, dan LSM terkait Peraturan Menteri Nomor 30 

Tahun 2021 tentang Pencegahan dan Penanganan Kekerasan Seksual. Di Lingkungan Pendidikan 

Tinggi Oleh karena itu Dalam Penelitian Ini Kami Ingin Mengkaji Apa Yang Menjadi Akar Utama 

Permasalahan Dengan Menggunakan Pendekatan Metodis Dengan Menggunakan Natural Language 

Processing. Pra-pemrosesan yang diterapkan adalah pelipatan kasus, tokenisasi, penghapusan stop 

word, stemming menggunakan literatur. Model yang mengimplementasikan PSO gagal meningkatkan 

akurasi pada semua kernel. Performa terbaik sebelum menerapkan PSO ke dataset Twitter 

menggunakan kernel linier. Penelitian ini melakukan analisis sentimen terhadap terbitnya Peraturan 

Menteri No. 30 Tahun 2021. Data yang diperoleh kemudian diolah terlebih dahulu. Performa yang 

diukur adalah akurasi dan f1-makro pada model tanpa PSO dan akurasi pada model menggunakan 

akurasi. Model yang akan dibentuk menggunakan kernel linier, RBF dan polinomial orde 1 dan orde 

2. Analisis kalimat merupakan bidang yang menganalisis sentimen, sikap dan emosi entitas serta 

atributnya dalam bentuk teks. Tujuan dari penelitian ini adalah untuk membandingkan kinerja 

algoritma klasifikasi Support Vector Machine tanpa pemilihan fitur Particle Swarm Optimization dan 

kinerja algoritma klasifikasi Support Vector Machine menggunakan pemilihan fitur Particle Swarm 

Optimization. Data yang diperoleh kemudian diolah terlebih dahulu. Kumpulan data secara otomatis 

diberi label menggunakan VADER (Valence Dictionary for Sentiment Reasoning). Kernel yang 

berhasil meningkatkan akurasi adalah kernel RBF dan polinomial pada dataset Twitter. 

Kata Kunci: SVM, Vader, PSO, Analisis Sentimen, Kebijakan Pemerintah 

 

Abstract 
Comments from social media can be analyzed further. Social media is used to interact from one 

person to another, as well as with the government. This Issue Was Raised Because Of Debate And 

Public Opinion From The Community, Institutions And Ngos Regarding Ministerial Regulation No. 

30 Of 2021 Concerning Prevention And Handling Of Sexual Violence. In The Higher Education 

Environment, Therefore In This Research We Want To Examine What Is The Main Root Of The 

Problem Using A Methodical Approach Using Natural Language Processing. The pre-processing 

applied is case folding, tokenization, elimination of stop words, stemming using literature. The model 

implementing PSO failed to improve accuracy on all kernels. Best performance before applying PSO 

to twitter dataset using linear kernel. This study conducted sentiment analysis regarding the issuance 

of ministerial regulation no. 30 of 2021. The data obtained was then preprocessed. The performance 

measured is accuracy and f1-macro in the model without PSO and accuracy in the model using 
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accuracy. The model to be formed uses linear kernels, RBF and polynomials of order 1 and order 2. 

Sentence analysis is a field that analyzes sentiment, attitudes and emotions of entities and their 

attributes in text form. The aim of this research is to compare the performance of the Support Vector 

Machine classification algorithm without Particle Swarm Optimization feature selection and the 

performance of the Support Vector Machine classification algorithm using Particle Swarm 

Optimization feature selection. The data obtained is then pre-processed. The data set was 

automatically labeled using VADER (Valence Dictionary for Sentiment Reasoning). The kernels that 

succeeded in increasing accuracy were the RBF kernel and polynomials on the Twitter dataset. 

Keywords: SVM, Vader, PSO, Sentiment Analysis, Government Policy 

 

1 Introduction 

The development of the internet has introduced online media, such as social media, which is used 

massively. Social media is a means of interaction between users by creating, sharing and receiving 

information content through internet-based applications. The government also uses social media to 

interact and convey relevant information to the public. Based on data collected from the Indonesian 

Internet Network Penetration Association (APJII), internet users in Indonesia in 2019-2021 reached 

77.3% of the total percentage of Indonesian society, equivalent to around 198,714,074 million people. 

This is in line with the contents of Law Number 14 of 2008 concerning Openness of Public 

Information which emphasizes the importance of access to public information for the community. 

With the significant growth of internet users, social media has become an important platform in 

facilitating interaction and dissemination of information related to the public interest [1]. 

The issue that is being widely discussed is the regulation that has just been announced by the 

Ministry of Education, Culture, Research, Technology and Higher Education, namely Permendikbud 

Ristekdikti Number 30 of 2021 concerning the Prevention and Handling of Sexual Violence in Higher 

Education Environments. Based on the annual report of the National Commission on Violence 

Against Women, it is noted that cases of sexual violence tend to increase from year to year [2]. 

However, currently existing law enforcement has not been able to provide protection and justice for 

victims of sexual violence. The sanctions given to perpetrators also do not reflect appropriate law 

enforcement [3]. One institution that reports many cases of sexual violence is universities. 

This regulation was officially announced on August 31 2021 and then promulgated on September 

3 2021 in Jakarta. His focus on students fuelled the research conducted at ITERA. Not only that, the 

response from the public and netizens on social media was no less enthusiastic in commenting on the 

substance of the regulation. Articles 3 and 5, which touch on the prevention and handling of sexual 

violence, are the main focus in discussions surrounding the contents of the regulations. This issue 

even managed to occupy the top position in trending Twitter topics on November 4 2021. With so 

many opinions appearing, it is difficult for anyone to read each one. Therefore, a sentiment analysis 

was carried out to see a picture of public opinion regarding the issuance of Permendikbud Number 30 

of 2021. Through this sentiment analysis, the sentiments, attitudes and emotions of each text that were 

revealed were examined [4][5].  

In classifying text based on sentiment, the first step is to weight the text data into numerical form, 

allowing the subsequent use of machine learning techniques. This process is known as feature 

extraction [6]. There are a number of techniques available, including unigrams, bigrams, trigrams, 

term frequency-inverse document frequency (TF-IDF), and Word Embedding. In previous research, 

analysis concluded that TF-IDF was a more effective method. TF-IDF is proven to be superior to the 

one-hot encoding method, word2vec, and paragraph2vec [7] [8]. In fact, the research results confirm 

that TF-IDF is also superior to the bag of words and n-gram approaches. The importance of feature 

extraction in the sentiment classification process is rooted in the conversion of text into a numerical 

representation, allowing machine learning algorithms to process it more efficiently. The use of 

techniques such as unigrams, bigrams, and trigrams allows for a deeper understanding of the context 

of words. However, TF-IDF, which combines the frequency of occurrence of a word in a document 

with its presence in the entire corpus, was shown to outperform these alternatives. 

TF-IDF, as a feature extraction method, offers a careful evaluation of the words in the text, 

giving them appropriate weight according to their uniqueness [9]. Its accuracy in assessing and 

distinguishing important words from less relevant ones brings significant benefits in sentiment 
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analysis. In this context, TF-IDF is proven to be more capable of differentiating and interpreting 

sentiments more accurately than other approaches that assume each word has similar weights. The 

accuracy and thoroughness of TF-IDF in assessing the meaning of words is the main reason why this 

method is a careful choice in feature extraction for sentiment analysis. Its consistent ability to process 

text and capture the essence of the context of words provides a strong foundation for its use in 

sentiment research. TF-IDF not only simplifies the sentiment classification process, but also 

strengthens its analysis by placing emphasis on words that have substantial impact. Consistency and 

accuracy in sorting words and giving appropriate weight to their contribution in the context of the text 

makes TF-IDF a wise choice in processing text data for deeper and more accurate sentiment analysis. 

This research, based on a literature review and consideration of the reliability of machine 

learning algorithms, focuses on sentiment analysis regarding PERMENDIKBUD No. 30 of 2021. In 

this effort, the Support Vector Machine algorithm based on Particle Swarm Optimization is used for 

feature extraction and selection. The aim is to evaluate sentiment towards regulations issued by the 

Ministry of Education, Culture, Research, Technology and Higher Education. 

 

2 Literature Review 

Research in Sentiment Analysis has achieved many achievements, with a variety of different 

methods and datasets. For example, in the Sentiment Analysis research regarding Lockdown on 

Twitter in 2020, an analysis was carried out of people's reactions to the lockdown policy. Using 

VADER for data labeling and TF-IDF for weighting followed by classification using Naïve Bayes and 

Support Vector Machine, achieved accuracies of 81% and 87% respectively [10]. Tati Mardiana 

conducted an analysis regarding Franchise Businesses on Twitter, comparing the Neural Network, K-

Nearest Neighbor, Support Vector Machine, and Decision Tree methods. The results show the 

superiority of SVM with an accuracy of 83% and an AUC value of 0.879 [11]. Satria Yudha and his 

colleagues evaluated classification algorithms for Indonesian language film reviews, finding that 

SVM achieved an AUC value of 0.986 and an accuracy of 93.57% on German language reviews for 

the film Avengers: Infinity War [12][13]. Research by Pande Made R C D and his team aims to 

compare term weighting and word embedding techniques in local government short text classification. 

The results show the superiority of the combination of TF-IDF with SVM linear kernel compared to 

Logistic Regression [14]. 

There are many types of algorithms for classifying sentiment, one of which is Support Vector 

Machine (SVM) [15]. SVM in several studies achieved higher accuracy [12][16]. However, handling 

text data which is unstructured data requires many attributes during the classification process. These 

factors make the classification process heavier or affect accuracy [17]. The solution to this problem is 

to select only important features, namely feature selection. Feature selection is a stage in data 

processing that can influence the level of accuracy or improve the base classifier. Four examples of 

Feature Selection include: (1) genetic algorithm, (2) evolutionary programming, (3) evolutionary 

strategies and genetic programming, (4) PSO [18][15][19]. The PSO Selection feature is easy to 

implement and can find optimal points quickly [20]. Research conducted by Siti Ernawati, et al 

compared feature selection Genetic Algorithm (GA) with PSO using the Naïve Bayess method. The 

combination of PSO and Naïve Bayes is better with an accuracy of 98.00% [21]. Previous research 

compared GA and PSO, both of which were successfully implemented. PSO is better than GA in 

reducing the number of features [22].  

 

3 Research Methods 

The stages in the process flow include data collection, preprocessing, feature extraction, split data, 

classification, evaluation of classification models, and analysis of research results. The research stages 

can be seen in Figure 1. 

3.1 Data Collection  

Data collection is the first step in obtaining the required data [23]. Data is a crucial element in 

sentiment analysis. In this research, data was first obtained from the social media platform Twitter 

using the scrapping technique. However, to overcome data limitations related to the issue that is the 

focus of the research, additional data sources are needed. In addition, the model used initially had a 
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low level of accuracy, so it needed to be improved. To increase accuracy, researchers decided to 

expand the data used in the learning process. The following are the steps taken in retrieving data from 

the Twitter. 

 

3.2 Scrape Twitter  

Twitter scraping was carried out in a Jupyter notebook using the tweepy library for data retrieval. The 

tweepy library utilizes the API provided by Twitter. The following are the steps required in the 

process: 

1. Registration for a personal Twitter account is done via the official developer.twitter.com page. 

After the developer account is approved, tokens such as consumer key, consumer secret, access 

token, and access token secret will be obtained. 

2. Use the token to authenticate your Twitter account for verification as a developer. 

3. Determining the objects to be taken in the scraping process. Tweepy provides various objects such 

as tweet.user, tweet.full.text, tweet.text, tweet.created_at, tweet.id_str, and others that can be 

loaded from the Twitter platform. 

In this study, tweet.full.text, tweet.lang, tw eet.user.screen_name were used. 

 

The data preprocessing flow is depicted in Figure 1 below and the preprocessing stages in the form of 

examples can be seen in the table 1. 

 
Figure 1. Research Workflow 

 

Table 1. Dataset Preprocessing Stage On Indonesian Tweets 

Preprocessing Before After 

Cleansing -> removal of noise 

such as punctuation, urls, 

emoticons 

Kita lanjutkan saja diam ini, hingga 

dirimu dan diriku mengerti. tidak 

semua kebersamaan, harus 

melibatkan hati.  

Kita lanjutkan saja diam ini hingga 

dirimu dan diriku mengerti tidak 

semua kebersamaan harus 

melibatkan hati  

Case folding-> changes the text 

to lower case 

Kita lanjutkan saja diam ini hingga 

dirimu dan diriku mengerti tidak 

semua kebersamaan harus 

melibatkan hati  

kita lanjutkan saja diam ini hingga 

dirimu dan diriku mengerti tidak 

semua kebersamaan harus 

melibatkan hati  

Stopword-> reduces common 

words that often appear and are 

kita lanjutkan saja diam ini hingga 

dirimu dan diriku mengerti tidak 

lanjutkan diam mengerti tidak 

semua kebersamaan harus 
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not relevant and deletes words 

that consist of less than 4 letters 

such as the words "in", "and", "I", 

"this", "that" 

semua kebersamaan harus 

melibatkan hati  

melibatkan hati  

Tokenize -> divides text into 

tokens 

lanjut saja diam ini erti tidak semua 

sama harus libat hati 

 

“lanjut” “diam” “erti” “tidak” 

“semua” “sama” “harus” “libat” 

“hati” 

 

Data that has gone through all stages will be used as terms or tokens. In table 2 it is found that the 

tokens in each row of data are not the same, this is common because of the diversity of opinions from 

users. 

Table 2. Pre-Processing Result 

Document Result 

D1 “lanjut” “diam” “erti” “tidak” “semua” “sama” 

“harus” “libat” “hati” 

D2 “lagu” “bosan” 

D3 “makasih” “hasil” 

D4 “nomor” “satu” “bukan” 

The collection of terms is then applied by the join method to combine each word into one sentence on 

each line. The results of this process will be used in the next stage, namely labeling the dataset using 

the Vader library. 

 

3.3 Dataset Labelling 

The labeling stage is the stage of giving labels to data that has gone through the preprocessing stage 

[24]. This research tries to utilize automatic labeling by utilizing the VADER library. VADER is an 

abbreviation of Valence Aware Dictionary and Sentiment Reasoner, which is a lexicon or dictionary 

and rule-based sentiment analysis tool that specifically labels expressions on social media, and also 

works well on text from other domains [25]. The following table takes an example of a dataset from 

table 2. Table 3 of the labeling results will be used in the next process, namely in creating a 

classification model. 

Table 3. Dataset Labelling Using Vader 

Document Text Class 

D1 “lanjut” “diam” “erti” “tidak” “semua” “sama” 

“harus” “libat” “hati” 

-1 

D2 “lagu” “bosan” -1 

D3 “makasih” “hasil” 1 

D4 “nomor” “satu” “bukan” 1 

 

3.4 Feature Extraction 

TF-IDF (Term Frequency-Inverse Document Frequency) is a feature extraction technique that uses 

statistics on word occurrences in documents. The goal of feature extraction is to convert data that is 

initially in text form into a numerical representation. Computers can only process and understand data 

in numerical form, therefore, data that was originally in the form of text, images or videos must be 

converted into numerical form before it can be processed further by the computer. This process is 

what allows computers to analyze and work with data that previously could not be understood directly 

by machines [26]. 

 

3.5 TF-IDF 

At the extraction or weighting stage, a term separation process will be carried out as in the 

preprocessing stage, the difference is that in feature extraction there are several methods called n-

grams. N-grams can be done in ways such as: n=1, n=2, n=3. The example of data preprocessing 
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results in table 2 is used as an example of weighting calculations using TF-IDF. The following table 

applies n = 1, each term in the previous D1 will be separated and made into one corpus. At this time, 

it is not for example T1, where T represents the token and 1 represents the first term. The number then 

increases until the last term in the corpus. Dataset labelled using vader can be seen in table 4. 

Table 4. Dataset Labelling Using Vader 

Token  Term  

T1  lanjut  

T2  diam  

T3  erti  

T4  tidak  

T5  semua  

T6  sama  

T7  harus  

T8  libat  

T9  hati   

Each word in table 4 is calculated using formula 1. 

           (1) 

 

Taking the word "continue" as an example, the word "continue" in D1 contains 1. Then each 

document is checked, then the number of documents containing the searched word is added up, 

namely df, t =1. N= 4 is the total number of documents in the example. Then the Wt, d calculation is 

carried out using the following formula: 

 

          (2) 

The recapitulation results can be seen in table 5 below. 

Table 5. Recapitulation of Weight Calculations For Every Term 

TF DF 
  

Term D1 D2 D3 D4 D1 D2 D3 D4 

lanjut  1  0  0  0  1  0.602  0.602  0  0  0  

diam  1  0  0  0  1  0.602  0.602  0  0  0  

erti  1  0  0  0  1  0.602  0.602  0  0  0  

tidak  1  0  0  0  1  0.602  0.602  0  0  0  

semua  1  0  0  0  1  0.602  0.602  0  0  0  

sama  1  0  0  0  1  0.602  0.602  0  0  0  

harus  1  0  0  0  1  0.602  0.602  0  0  0  

libat  1  0  0  0  1  0.602  0.602  0  0  0  

hati 1 0 0 0 1 0.602 0.602 0 0 0 

Jumlah 5.418 0 0 0 

 

3.6 Feature Selection 

To form a population using swarm particles, first initialize the parameters. The initialized parameters 

are c, namely velocity control, p population size. The next step is to turn all the data into particles. 

Each particle calculates a fitness function. These fitness function values are then compared to 

determine the particle as Pbest or Gbest. The process repeats for a predetermined number of iterations. 

If the iteration is complete, the best parameters are selected [27]. In this research, Binary Particle 

Swarm Optimization (BPSO) is used, which is a variation of PSO [28]. The flow of PSO can be seen 

in Figure 3. BPSO will select influential features after the feature extraction process, which has been 

given a weight and obtained the number of features. Feature size is the dimension of particle search. 

These particles are all terms/words which are also called features. Each term is the initial position of 

the particle. The position of each particle is represented by binary values, namely 0 and 1. A value of 

0 means the feature is not used and 1 means the feature is used at the next stage. The BPSO 
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implementation uses pyswarm, a library provided by python. The parameters for feature selection 

using pyswarms are c1, c2, w, k, and p. c1 is a cognitive parameter, used is 0.5. c2 is a social 

parameter, which is used at 0.5. w is the inertia parameter, which is used at 0.9. k is the number of 

neighbors considered. This parameter value must be smaller than n_particles, which is 30. The p used 

is 2, meaning the distance calculation uses l2-norm or Euclidean norm. 

 

3.7 Classification Model 

The research sentiment analysis model is formed into two types, namely: (1) SVM model without 

PSO feature selection, (2) SVM model using PSO feature selection. The training process utilizes 

GridSearchCV, which is a method of tuning/searching for values in depth so that it tries all possible 

combinations of the desired parameters and finds the best one. GridSearchCV makes it easy to tune 

parameters in linear, poly-nomial and radial basis function (RBF) kernels. Each combination of 

experiments is trained using cross validation 5 times. From the 5 experiments, the average accuracy 

will be taken and the parameter combination with the greatest accuracy will be used. The application 

of the GridsearchCV method utilizes the library provided by Scikit-Learn. The second model is SVM 

combined with Particle Swarm Optimization feature selection. 

 

3.8 Model Evaluation 

The SVM classification model that has been formed will be evaluated using a confusion matrix. 

Confusion Matrix includes techniques including accuracy, f-1 macro and cross validation. Accuracy 

and f-1 macros are used to evaluate training data. 

 

3.9 Analysis of Research Results 

At this stage, an analysis of the model training results is carried out. In the first model, hy-

perparameter tuning uses the GridSearchCV method with parameter values that have been determined 

for each kernel. Each parameter combination was trained 5 times. Data is divided into training data 

and testing data. Training data is data used to train the model during the learning process. Meanwhile, 

testing data is data used to test models obtained from the learning process. The ratio of training data is 

generally greater than test data. Data is divided into a ratio of 80% and 20%. The labeling used is 

English-based VADER so that data from both sources is translated into English. Flowchart of PSO 

method can be seen in figure 3.  

 

 
Figure 3. PSO method flowchart 
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4 Result and Analysis 

The stages in results and analysis include data labeling, feature extraction, data splitting, 

classification, evaluation of classification models, and analysis of research results. 

4.1 Dataset Labelling 

In this research, labeling uses VADER, a library provided by NLTK. VADER (Valance Aware 

Dictionary and Sentiment Reasoner) is a rule-based lexicon and sentiment analysis tool that is adapted 

to sentiments expressed on social media. Vader uses a combination of sentiment lexicons such as 

lexical features, generally labeled based on semantics. Vader will give a score to the document using 

the polarity method, giving a positive, negative and neutral polarity score. To categorize polarity into 

a compound score, a compound score is available. Compound score is a score calculated by averaging 

the valence score of each word based on the lexicon which is adjusted to the rules and normalized 

between the values -1 (meaning the most extreme negative) and +1 (meaning the most extreme 

positive). Then, this compound score will be labeled positive with a compound score >= 0.5, neutral if 

the compound score is between -0.5 and <0.5, negative if the compound score is <= -0.5. The results 

can be seen in figure 4.  

 

The labeling scenario is carried out in two ways, namely: (1) The data is not translated into English 

and (2) the data is translated first into English. Scenario one with Indonesian language data labeled 

using Vader resulted in unbalanced data labels between negative, positive and neutral. Neutral data is 

more dominant, causing imbalanced data. Therefore, the second scenario was carried out, namely 

changing the data into English using the GoogleTrans library and then labeling it with Vader [29]. 

The comparison result of twitter data labels after labelling using vader can be seen in table 6.  

Table 6. Comparison of Twitter Data Labels After Labelling Using Vader 

Label  Label Using One hot 

encoding  

Indonesian Data  Translation 

Data 

Negative  0  22  165  

Neutral  1  376  162  

Positif  2  59  130  

Total  457 457 

 

The results of the polarity score snapshot after cleaning and tokenizing can be seen in Figure 4. 

 
Figure 4. Results of giving polarity scores 

 

4.2 Feature Extraction 

After going through the preprocessing stage, this means that the data is already in word tokens. The 

next stage is to assign a weight to each previous token in the term-document matrix. The method used 

is TF-IDF, in the Python programming language implemented by the TfidfVectorizer library provided 
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by Scikit learn. The number 0 represents the index, the number 807 represents the order of the terms 

in the corpus which have been sorted alphabetically and 0.210759 is the weight of the term. Figure 5 

shown snippet of the appearance of the term in the document and figure six is the weight result from 

TF-IDF. 

 
Figure 5. Snippet of the appearance of the term in the document 

 

 
Figure 6. Dataset that has been weighted using TF-IDF 

 

Pay attention to Figure 6, there are rows and columns where the rows state the number of documents 

and the columns are the terms that exist in the entire dataset, while the values in the table are the TF 

IDF values of the terms (columns) that are obtained if they are present in each row, if is not there then 

the value will be 0.0. The results of the stages are used as features in the next process. 

 

4.3 Feature Selection 

The feature selection process uses the psywarm library with variations of binary particle swarm 

optimization (BPSO). This library is provided by Python which requires input parameters including 

the number of swarm sizes, search dimensions, inertia weight, acceleration coefficient and maximum 

particle neighbors. Each particle evaluates its fitness value based on the accuracy value of the subset 

features being tested. The best position of each particle will be known at the end of the iteration. The 

BPSO parameters used were taken from previous research, namely c1 = 0.5, c2 = 0.5, w = 0.9, k = 30, 

and p = 2. PSO experiment with 100 iterations. 

4.4 Classification Model 

The SVM parameter in the linear kernel used is C or cost to form a curve from the hyperplane, curve 

means how the hyperplane separates the data. The parameter in the RBF kernel that has an influence 

is C or cost, gamma (𝛾) to maximize margin. The parameters that influence the polynomial kernel are: 

C and degree. The degree parameter is a separating function in the polynomial kernel. In this study, 

gamma, linear and polynomial kernels were used with gamma and C parameters of 0.01, 0.1, 1, 10, 

100, d = 1, 2 specifically for polynomial kernels. Gridsearch is a method for selecting a combination 

of models and hyperparameters. This method tests combinations one by one and determines the 

combination with the best model performance which is then used as a model for prediction. The 

following is a comparison of accuracy using gridsearch. The results of tuning parameters with the best 
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accuracy will be used for the testing process on each kernel. The following is a summary of the 

parameters used for the next stage which can be seen in table 10 for the Twitter dataset . 

 

Table 10. Initial Parameter In Twitter Dataset 

Data/Parameter Kernel 

Initialization 

Data Twitter 

(Indonesia) 

Kernel 

Initialization 

Translation Data 

Kernel Linear  K11  C = 10, gamma = 0.01  K12  C = 1, gamma = 0.01  

Kernel RBF  R11  C = 10, gamma = 0.01 R12  C = 100, gamma = 

0.01  

Kernel 

Polynomial  

P11  C = 100, gamma = 0.1, 

d=1  

P13  C = 10, gamma =0.1, 

d =1  

Kernel 

Polynomial  

P12  C = 10, gamma = 1, d 

=2 

P14  C = 1, gamma = 10, d 

= 2  

 

4.5 Confusion Matrix in Models Without Particle Swarm Optimization 

Accuracy of Indonesian Language Twitter Data Using PSO can be seen in table 11.  

Table 11. Accuracy of The Indonesian Twitter Dataset Model After Using PSO 

No Nama 

Kernel 

Kernel 

Initialization 

PSO Parameter 

Linear  L11  c1=0.5, c2=0.5, 

w=0.9, k=30, p=2  

0.85  

RBF R11 0.83 

Polynomial P11 0.87 

Polynomial P12 0.83 

 

Table 11 explains the performance results of the model after PSO feature selection was carried out on 

the Twitter dataset which was translated into English for each kernel with the parameters obtained 

when tuning the hyperparameters. 

 

4.6 Accuracy of Twitter Data Translated to English Using PSO 

Accuracy of English Language Twitter Data Using PSO can be seen in table 12. 

Table 12. Model Accuracy on A Twitter Dataset Translated Into English Using PSO 

 Nama Kernel Kernel 

Initialization 

PSO Parameter 

Linear  L112 c1=0.5, c2=0.5, 

w=0.9, k=30, p=2  

0.55 

RBF R12 0.45 

Polynomial P13 0.51 

Polynomial P14 0.34 

 

Table 12 explains the performance results of the model after PSO feature selection. on the Twitter 

dataset which is translated into English in each kernel with the parameters obtained when tuning the 

hyperparameters. 

 

4.7 Analysis of Model Performance Results 

A comparison of research results is shown in the following table. The following table contains kernel 

initials, these kernel initials refer to table 13. 
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Table 13. Comparison of Model Accuracy Before and After Using PSO 
 

Data / 

Algorithm 

SVM without PSO SVM Using PSO 

 Accuracy    Accuracy    

Kernel Initials L11  R1  P11  P12  L12  R2  P21  P22  

PSO 

Data/Parameters 

    C1 = 0.5, c2=0.5, w=0.9, k=30, p=2, 

iterasi = 100  

Indonesian 

Twitter Data 
0.87  0.76  0.86  0,78  0.85  0.83  0.87  0.83  

Twitter Data 

Translated into 

English 

0.61  0.60  0.60  0.29  0.55  0.45  0.51  0.34  

 

Table 13 is a summary of model accuracy. The accuracy of the Indonesian language Twitter dataset 

model was compared with the dataset after being translated into English. This is to see the 

performance of VADER automatic labeling. Then, the accuracy in the two previous scenarios is 

compared after applying PSO feature selection. This is to measure whether PSO has succeeded in 

selecting important features. In the model with the Twitter dataset, the model with linear kernel, RBF, 

polynomial order = 1, polynomial order 2, obtained the highest accuracy on the Indonesian language 

dataset with values of 0.87, 0.76, 0.86, 0.78 respectively. Linear Kernel managed to get the highest 

accuracy. Meanwhile, after the dataset was translated, the accuracy was sequentially smaller, linear 

kernel, RBF, 1st order polynomial, 2nd order polynomial, 0.61, 0.60, 0.60, 0.29. This is because the 

English language dataset does not go through the same preprocessing stages as the Indonesian 

language dataset. The application of feature selection is expected to increase accuracy, but PSO was 

not successful in increasing accuracy for each kernel. In the Indonesian language Twitter dataset, 

accuracy increases in the RBF kernel and 2nd order polynomial. On the Twitter dataset, after being 

translated, feature selection was not successful in all kernels. The accuracy obtained actually 

decreases. The result of comparison F1 macro model can be seen in table 14. 

Table 14. F1 Macro Model Comparison 
 

Data/Algorithm SVM Without PSO 

 F-1 Macro 

Kernel Initials L11  R1  P11  P12  

PSO 

Data/Parameter 
    

Twitter data in 

Indonesian 

0.71  0.29  0.68  0.41  

 

Table 14 explains the results of the f1-macro model for each kernel. Measuring f1-macro due to the 

imbalanced condition of the dataset. Based on the f1-macro value, the 2nd order polynomial kernel 

produces similar performance, namely linear kernel, RBF, 1st order polynomial and 2nd order 

polynomial of 0.87, 0.87, 0.80, 0.80 on the Indonesian language Twitter dataset.  

 

Based on the results of accuracy and f1-macro on the model before applying PSO. In the Indonesian 

language Twitter dataset, the best performance is the linear kernel. In the Dataset after being 

translated the best performance is achieved by the linear kernel.  

 

5 Conclusion 

Based on the research findings, it can be concluded that the model evaluation using the confusion 

matrix yielded different performance results. The metrics used were accuracy and f1-macro. In both 

the Indonesian language Twitter dataset and the English-translated Twitter dataset, it was observed 

that the linear kernel performed the best. For the Indonesian language Twitter dataset, the accuracy 
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was 0.87 with an f1-macro of 0.71. Meanwhile, for the English-translated Twitter dataset, the 

accuracy was 0.61 with an f1-macro of 0.59. 

Furthermore, the model evaluation after applying Particle Swarm Optimization (PSO) feature 

selection resulted in varying accuracies. In the Indonesian language Twitter dataset, kernels such as 

RBF kernel and first-order and second-order polynomials succeeded in increasing accuracy. The 

accuracy improved from 0.76 before PSO to 0.78 to 0.82 and 0.81 after PSO. However, on the 

English-translated Twitter dataset, the feature selection failed to increase accuracy. 
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