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Abstrak 
Pencemaran udara merupakan salah satu masalah yang ada di masyarakat. Polusi udara 

mempengaruhi kesehatan manusia dan lingkungan. Di Indonesia, indeks standar pencemar udara 

(ISPU) diukur dari kadar partikulat 10 (PM10), karbon monoksida (CO), sulfur dioksida (SO2), ozon 

(O3), dan nitrogen dioksida (NO2). Penelitian ini dilakukan untuk mengevaluasi kinerja algoritma 

pembelajaran mesin, misalnya, Support Vector Machine (SVM), Naïve Bayes, Logistic Regression, 

Decision Tree, dan AdaBoost, untuk mengklasifikasikan indeks kualitas udara berdasarkan nilai PM10, 

CO, SO2, O3, dan NO2 dengan jumlah sampel yang tidak seimbang. Kualitas udara diklasifikasikan 

menjadi Baik, Sedang, dan Tidak Sehat. Dataset diunduh dari Open Data Jakarta dari tahun 2010 -

2021. Data yang berisi 4383 sampel terdiri dari 1155 sampel Baik, 3087 sampel Sedang, dan 141 

sampel Tidak Sehat. Hasil eksperimen menunjukkan bahwa Decision Tree mengungguli metode 

lainnya. Decision Tree menghasilkan akurasi, presisi, recall, dan skor F1 masing-masing sebesar 99%, 

98%, 99%, dan 98%. 

 

Kata kunci: ISPU; klasifikasi; data tidak seimbang; pembelajaran. 

 

Abstract 
Air pollution is one of the problems in society. Air pollutions affect human health and environment. In 

Indonesia, air quality index is measured by the level of particulate matter 10 (PM10), carbon 

monoxide (CO), sulfur dioxide (SO2), ozone (O3), and nitrogen dioxide (NO2). This research is 

conducted to evaluate the performance of machine learning algorithms, e.g., Support Vector Machine 

(SVM), Naïve Bayes, Logistic Regression, Decision Tree, and AdaBoost, to classify air quality index 

based on the level of PM10, CO, SO2, O3, and NO2 with imbalanced samples. The air quality index is 

classified into Good, Moderate, and Unhealthy. The dataset is downloaded from Open Data Jakarta 

from 2010 -2021.  The data containing 4383 samples consist of 1155 samples of Good, 3087 samples 

of Moderate, and 141 samples of Unhealthy. The experimental results show that Decision Tree 

outperforms other methods. Decision Tree produces accuracy, precision, recall, and F1-score of 

99%, 98%, 99%, and 98%, respectively.  

 

Keywords: air quality index; classification;  imbalanced data, machine learning. 

 

1 Introduction 

Air quality is one of the important issues in society that needs properly managed. Air Quality 

Index is measured by the level of carbon monoxide (CO), sulfur dioxide (SO2), nitrogen dioxide 

(NO2), ozon (O3), particulate matter 10 (PM10), and particulate matter 2.5 (PM2.5). Air pollution has 

negative impact on human health and environment. A study said that air pollution affects lung and 

heart disease that possibly leads to premature death [1]. Particulate matter possibly causes some 

disease, e.g., asthma and lung disease [2]. A study about low- and middle-income countries found that 
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industrial development and urbanization in a very short period might cause air pollution [3]. A 

research reveal that industrial air pollution indirectly causes crop yield decrease [4]. Air pollution also 

affects cattle mortality during summer season [5]. A study found that PM2.5 associated with cow's 

milk production [6].  

Air pollution in Indonesia becomes one of important issues for public health. The Ministry of 

Environment and Forestry in the Republic of Indonesia classifies the air quality index as good (1-50), 

moderate (51-100), unhealthy (101-200), very unhealthy (201-300), and hazardous (over 300) [7]. 

Traffic emissions, dust emission, peat fire, and forest fire are the majority factors that contribute to the 

air pollution in Indonesia [8]. A study about air pollution in Jakarta found that the high level of O3, 

PM2.5, and PM10 contributes worse pollution in Jakarta [9]. Worst air pollution in Jakarta possible 

causes respiratory disease, mortality, and adverse health impact on children [10]. A policy of large-

scale social restriction in Jakarta during Covid-19 outbreak successfully decrease the air pollution 

index of some pollutants (PM2.5, PM10, CO, SO2, O3), and there was a positive correlation of SO2, CO 

and PM2.5 to Covid 19-cases [11].  

Machine learning methods has been implemented to find solutions in air pollution issues 

[12][13]. Seasonal Auto Regressive Integrated Moving Average (SARIMA), Support Vector 

Regression, Long Short-Term Memory (LSTM), gated recurrent unit (GRU), random forest 

regression, linear regression are popular algorithms for forecasting the air pollutant values [9] [14], 

[15] [16] [17]. Some algorithms (Support Vector Machine (SVM), K-Nearest Neighbors (KNN), 

Naïve Bayes, Decision Tree, Artificial Neural Network (ANN)) have been implemented for 

classification jobs in air pollution research [18] [19].  

This paper investigates the performance of some machine learning algorithms to classify the 

imbalanced data of air quality index.  The research goal is to evaluate some machine learning 

algorithms to classify the data of air quality index when the samples are imbalanced. Imbalanced data 

means that the proportion of samples of the classes are skewed. The best model is then used to build 

an application to classify air quality index based on the level of PM10, CO, SO2, O3, and NO2.  

 

2 Literature Review 

Some popular classification algorithms are AdaBoost, Naïve Bayes, Logistic Regression, 

Decision Tree, and Support Vector Machine. The performance of classification algorithms can be 

measured using precision, recall, accuracy, and F1 score. 

AdaBoost 

Boosting algorithm was a powerful tool for binary class classifiers developed by Freund and 

Schapire [20]. Multi-class AdaBoost was introduced for multi-class classification [21]. Let 

(     )   (     ) be a pair of input variables and target. The class target    has a finite value of 
*       +. The goal of the algorithm is to find the class   from *       + for input  .   The 

mathematical models of AdaBoost can be described using equations (1), (2), (3), and (4). 
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Naïve Bayes 

Naive Bayes is a classifier that applies maximum likelihood. Let   (          ) be a 

sample vector and    be the  th variable that has some values   . Naive Bayes classifier can be 

defined by equations (5), (6), (7), and (8), where   is sample set,  ( ) is the total number of 

samples, and   (  ) is the number of samples in class    [22]. 
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Logistic Regression 

Logistic regression is a function that map features to the target to predict the probability when a 

new item belongs to one of the classes [23]. Original logistic regression is a method for binary 

classifier [24]. Logistic regression for multiclass classification is defined by equation (9), where 

     
   and  (    ) is probability of class   ,  -. The likelihood function for multiclass logistic 

regression can be computed using equations (9) and (10). 
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Decision Tree 

A decision tree is an algorithm works for classification task [26]. A decision tree contains nodes 

that establish a directed tree. Two main phases in the decision tree algorithm are developing a tree as a 

model and classification.  The first step is creating an empty tree and then creating each node from a 

selected variable using a particular measurement. The process is finished when the tree reaches the 

leaves. The classification process is started from the root of the tree and follows the path suitable to 

the values of observed variables until reaches the leaf. The information gain used for attribute 

selection and is defined using equations (11), (12), and (13), where   is training set and   is attribute. 

The detail implementation of the decision tree can be found in the previous research [27]. 
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Support Vector Machine 

Support Vector Machine (SVM) is one of algorithms for classification task [28]. The basic idea 

in SVM is to separate two clusters with minimum error using hyperplane. The hyperplane is defined 

by (   )     . There are two problems in SVM: linearly separable and non-linear separable 

problems. The optimal linear separation can be computed using equation  ( )  
 

 
‖ ‖  

 

 
(   ). 

In non-linear separable problem, SVM maps the input vector to a high-dimensional feature space and 

arrange optimal separator in the feature space. Mapping input vectors to a high-dimensional can be 

done through kernel functions. Some popular kernel functions are linear kernel, RBF kernel, and 

Polynomial kernel. Linear, RBF, and Polynomial kernel can be defined using equations (14), (15), and 
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(16), where   (          ) is an input vector [29]. SVM for multi class classification applies one-

against-rest or one-against-one method.  
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Evaluation Metrics 

Evaluation metrics for classification are precision, recall, accuracy, F1-Score, and confusion 

matrix. Suppose, TP, TN, FP, FN, N, and m denote true positive, true negative, false positive, false 

negative, the number of samples, and the number of classes. Precision, recall, accuracy, F1-Score can 

be computed using equations (17, (18), (19), and (20) [30]. A confusion matrix describes a recap of 

the performance of classification algorithms related to the test data [31]. A confusion matrix is a 

matrix containing the number of true objects correctly classified and the number of objects that are 

misclassified. 

           
∑    
 
   

∑        
 
   

 

 

 (17) 

       
∑    
 
   

∑        
 
   

 

 

(18) 

         
∑    
 
    ∑    

 
   

 
 

 

(19) 

           (
                

                
)  

 

(20) 

 

 

3 Research Method 

A research workflow is described in Figure 1. The first step is collecting the dataset from Open 

Data Jakarta. The second step is data preparation. This step contains missing values checking, data 

synchronization, and distributing data for training and testing. The third step is models training. It 

runs some machine learning algorithms, e.g., SVM, Logistic Regression, Decision Tree, Naïve Bayes, 

and Ada Boost.  The trained models are evaluated using testing data and their performances are 

measured using evaluation metrics for classifications (accuracy, precision, recall, F1- scores, 

confusion matrix). The trained models are then used to develop an application for AQI classification.  
 

 
Figure 1  Research Workflow. 

 

Results and Analysis 

This paper uses dataset of air quality index from Open Data Jakarta from 2010 – 2021 

contaning 4383 samples.  The distribution of samples for each class are 1155 samples of good, 3087 

samples of moderate, and 141samples of unhealthy. There are no missing values in the dataset. The 

distribution of samples across the classes is imbalanced. The majority samples are Moderate of 

70.4%, followed by Good of 26.4%, and the least of all is Unhealthy of 3.2%. The data is then divided 

into 80% training data and 20% testing data. This paper runs experiment using SVM, Logistic 

Regression, Decision Tree, Naïve Bayes, and Ada Boost. It applies scikit-learn library for python 

[32]. The performance of algorithms is measured using accuracy, precision, recall, and F1-score. 
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Table 1 Evaluation Metrics 

No Algorithm Accuracy Precision Recall F1-

Score 

Note 

1 SVM  97% 97% 96% 97% Polynomial C = 1.0 

2 SVM 97% 96% 97% 97% Polynomial C = 10 

3 SVM 97% 96% 97% 96% Polynomial C = 100 

4 SVM 96% 98% 94% 96% RBF = 1.0 

5 SVM 97% 96% 95% 96% RBF C = 10 

6 SVM 98% 97% 97% 97% RBF C = 100 

7 SVM 92% 93% 89% 91% Linear C = 1.0 

8 SVM 92% 93% 89% 91% Linear C = 10 

9 SVM 92% 93% 89% 91% Linear C = 100 

10 Naïve Bayes 92% 90% 87% 88%  

11 Logistic Regression 88% 90% 87% 88%  

12 Decision Tree 99% 98% 99% 98%  

13 Ada Boost 82% 86% 91% 87%  

 

The experiments run several algorithms, e.g., SVM, Naïve Bayes, Logistic Regression, 

Decision Tree, and AdaBoost. The experiments using SVM apply linear kernel, RBF kernel, and 

Polynomial kernel with parameters   *        + and one-against-one model. Table 1 shows the 

evaluation metrics of SVM, Naïve Bayes, Logistic Regression, Decision Tree and AdaBoost. All 

algorithms obtain accuracy, precision, recall, and F1-score more than 82% Decision tree outperforms 

other methods. Decision tree shows slightly better performance than SVM using RBF kernel with C = 

100. Various SVMs obtain accuracy, precision, recall, and F1-score over 89%. SVM applies RBF and 

Polynomial kernel has a higher evaluation score than SVM with linear kernel. Compared to other 

methods, AdaBoost produces the lower evaluation scores. 

 

Table 2 Confusion matrix produced by Support Vector Machine 

 Good Moderate Unhealthy Total 

Good 217 11 0 228 

Moderate 5 609 2 616 

Unhealthy 0 1 32 33 

Total 227 620 30 877 

 

Table 2 shows a confusion matrix produced by SVM using RBF kernel with C = 100. The 

highest miss-classification happened when 11 samples Good are identified as Moderate. Five samples 

of Moderate are misclassified as Good and two samples wrongly identified as Unhealthy. One sample 

of Unhealthy is miss-identified as Moderate.  

 

Table 3 Confusion matrix produced by Naïve Bayes 

 Good Moderate Unhealthy Total 

Good 196 32 0 228 

Moderate 24 588 4 616 

Unhealthy 0 7 26 33 

Total 220 627 30 877 

 

Table 3 displays the confusion matrix for Naïve Bayes. The highest miss-identified happened 

when 32 samples of Good class are misclassified as Moderate. The samples of Moderate have been 

misidentified to be Good as 24 samples and 4 be Unhealthy. Seven samples from Unhealthy are miss-

identified as Moderate.  

 

 

Table 4 Confusion matrix produced by Logistic Regression 
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 Good Moderate Unhealthy Total 

Good 191 37 0 228 

Moderate 26 569 21 616 

Unhealthy 0 22 11 33 

Total 217 628 32 877 

 

A confusion matrix for Logistic Regression is displayed in Table 4. The highest miss-identified 

occurred when 37 samples Good are misidentified as Moderate. The samples of Moderate are 

misclassified as Good and Unhealthy at 26 and 21, respectively. A number of 22 samples of 

Unhealthy are misidentified as Moderate. 

Table 5 Confusion matrix produced by AdaBoost 

 Good Moderate Unhealthy Total 

Good 221 7 0 228 

Moderate 149 467 0 616 

Unhealthy 0 0 33 33 

Total 221 7 0 228 

 

Table 5 shows confusion matrix for AdaBoost. The highest misclassification happened when 

149 samples of Moderate were identified as Good. Seven samples of Good are misclassified as 

Moderate. 

 

Table 6 Confusion Matrix produced by Decision Tree 

 Good Moderate Unhealthy Total 

Good 224 4 0 228 

Moderate 6 609 1 616 

Unhealthy 0 0 33 33 

Total 230 613 34  

 

Table 6 displays confusion matrix of Decision Tree. Four samples of Good are misidentified as 

Moderate. The samples of Moderate are misclassified as Good and Unhealthy of 6 and 1, respectively.  

Overall, AdaBoost classifier obtained the highest misclassified when 149 samples of Moderate 

are identified as Good. AdaBoost, Naive Bayes, and Logistic Regression have the higher misclassified 

in the samples of Moderate. Decision Tree performs the lowest misclassification. Decision Tree 

model is then used as a model to build an application to classify the air quality index. Figure 2 shows 

the application to classify the air quality index.  

 

 
Figure 2 Application to classify air pollution index.  
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4 Conclusion 

In conclusion, Decision Tree model works well to classify the air quality index in imbalanced 

data. Decision Tree outperforms Support Vector Machine, Logistic Regression, Naïve Bayes, and 

AdaBoost to classify the air quality index based on the values of PM10, CO, SO2, O3, and NO2. The 

Decision Tree produces accuracy, precision, recall, and F1-score of 99%, 98%, 99%, and 98%, 

respectively. Future work is to analyse the factors contributes to the air quality index using causal 

learning approach. 
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