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Abstract 
Data related to the economy have varying frequencies and have delays in publication time. Such as data 

on the Open Unemployment Rate (OUR) with a semi-annual frequency and Gross Domestic Product at 

Constant Prices (riil GDP) according to expenditure with a quarterly frequency. So, frequency 

conversion is required to conduct simple regression modelling using these data. On the other hand, big 

data such as Google Trends is an additional predictor to estimate OUR and GDP data to overcome 

delays in publication time. Then the estimated data is modelled to investigate the effect of OUR on 

GDP. Data conversion uses the Chow-Lin method, while estimation with Google Trends data uses 

robust regression. The study shows that the estimation results using Google Trends as an additional 

predictor provide more accurate results than without Google Trends data for OUR and GDP data. Based 

on the robust regression results, it can be concluded that the OUR has a negative and significant effect 

on GDP. The findings provide valuable insights for supporting sustainable economic policy and further 

research on economic analysis. 

Keywords: OUR, GDP, random forest, robust regression, chow-lin interpolation 

1 Introduction 

In today's modern economic era, the progress of a country is always associated with economic 

growth. Economic growth can be used to see a country's economic success [1], [2], [3]. Economic 

growth is closely related to development to achieve prosperity. Development is achieved by overcoming 

various community economic and social problems, such as unemployment. Thus, economic growth will 

lead to prosperity and be a sign that development has been successful [4], [5], [6]. 

The success of development activities in a country can be seen through several macroeconomic 

indicators such as Gross Domestic Product (GDP) and Open Unemployment Rate (OUR) [7]–[10]. In 

Indonesia, GDP and OUR data are released every three months and once every six months by Statistics 

Indonesia (BPS) as the National Statistical Office (NSO). The publication of these indicators shows a 

time lag. For example, the first quarter GDP was released in the second quarter due to the time-

consuming evaluation process. This lag causes a reduction in important information that can be used 

for policymaking. The success of development activities in a country can be seen through several 

macroeconomic indicators such as GDP and OUR [7], [8], [9]. In Indonesia, GDP and OUR data are 

released every three months and once every six months by BPS as the National Statistical Office (NSO). 

The publication of these indicators shows a time lag. For example, the first quarter GDP was released 

in the second quarter due to the time-consuming evaluation process. This lag causes a reduction in 

important information that can be used for policymaking. The success of development activities in a 

country can be seen through several macroeconomic indicators such as GDP and OUR [7], [8], [9]. In 

Indonesia, GDP and OUR data are released every three months and once every six months by BPS as 

the National Statistical Office (NSO) [11]. The publication of these indicators shows a time lag. For 

example, the first quarter GDP was released in the second quarter due to the time-consuming evaluation 

process. This lag causes a reduction in important information that can be used for policymaking.  
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OUR and GDP macroeconomic indicators have a close relationship with each other, as is Okun's 

view, which states that an increase in output by 2% will reduce the unemployment rate by 1% [12]. This 

view means that the increase in output (approached by GDP) and OUR have a negative relationship. 

Many studies have proven this relationship, such as research [13], which uses the MIDAS regression 

model to model the relationship between the two indicators. Besides that, research [14] used data on 

economic growth and the annual OUR to see the causal relationship between the two.  

One of the simplest methods to see the effect of a variable on other variables is simple linear 

regression. However, this method requires a data frequency similarity between the response and 

predictor variables [15]. For example, if the response variable is annual data, the predictor variable must 

also be annual data. So it will be challenging to apply this regression model to analyze the relationship 

between GDP and OUR indicators, considering that both have different data frequencies. In previous 

related studies, the modeling of macroeconomic indicators differed in frequency, so MIDAS regression 

was used. The MIDAS regression model can only see the relationship between the two macroeconomic 

indicators but cannot see the magnitude of the effect. 

The problem with simple linear regression can be solved by converting low-frequency data into 

high-frequency data or vice versa. For example, the conversion of quarterly data to monthly is done by 

desegregating or interpolating using a specific method. However, this frequency conversion method 

cannot be used for future periods due to the lag in publishing economic indicators. For example, suppose 

you want to do a frequency conversion by desegregating GDP data for April and May. In that case, we 

must have GDP data for the second and third quarters. Therefore, a suitable forecasting method is 

needed to obtain this value. 

On the other hand, big data is a data source that has great potential in Official Statistics. With its 

great potential, Google Trends data, which is publicly available, accessible, and real-time (daily 

frequency data), can be an asset to improve the quality of Official Statistics data such as GDP and OUR. 

Google Trends captures a person's interests or behavior through the search keywords entered. Research 

[16] concluded that Google Trends data could be a good predictor for improving forecasting results. So, 

it is hoped that using Google Trends data can improve GDP and OUR data forecasting results. 

Based on some of the problem descriptions above, to investigate the effect of the OUR on 

Indonesia's GDP, this study will use OUR data and estimated GDP using Google Trends data predictors 

with monthly frequency. This study aims to evaluate the estimation results of OUR data and monthly 

GDP using Google Trends data predictors and to analyze the OUR effect on GDP. The evaluation uses 

OUR interpolation and GDP desegregation results as reference values. The findings from this research 

are expected to provide significant contributions, such as supporting the achievement of the United 

Nations' Sustainable Development Goals (SDGs), particularly Goal 8, which promotes sustained, 

inclusive, and sustainable economic growth and employment [17]. Moreover, this study offers a 

valuable framework for policymakers and researchers by demonstrating how real-time data sources like 

Google Trends can be leveraged to produce timely economic insights, which can facilitate proactive 

decision-making and stimulate further research in the field of economic forecasting and data-driven 

policymaking. 

 

2 Literature Review 

2.1. Open Unemployment Rate 

According to International Labour Organization (ILO), the standard definition underlies the 

unemployment rate concept. This definition was established at the 19th International Conference of 

Labour Statisticians in 2013, consisting of three indicators. They are employment, unemployment, and 

the labor force. Employment means working-age people bound to any activity producing goods or 

benefits. Unemployment are people of working age who are not working or looking for a job during a 

specific period and are available to accept job opportunities. At the same time, the labor force is the 

supply of labor to produce goods and services in return for wages or profits. Thus, these three indicators 

define the unemployment rate formula in Equations (1) and (2). 

 

 𝑂𝑈𝑅 =
𝑈𝑛𝑒𝑚𝑝𝑙𝑜𝑦𝑚𝑒𝑛𝑡

𝐿𝑎𝑏𝑜𝑟 𝑓𝑜𝑟𝑐𝑒
× 100 

(1) 
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𝑂𝑈𝑅 =

𝑈𝑛𝑒𝑚𝑝𝑙𝑜𝑦𝑚𝑒𝑛𝑡

𝑈𝑛𝑒𝑚𝑝𝑙𝑜𝑦𝑚𝑒𝑛𝑡 + 𝐸𝑚𝑝𝑙𝑜𝑦𝑚𝑒𝑛𝑡
× 100 

 

(2) 

The Open Unemployment Rate (OUR) is a labor indicator generally used to explain the labor 

market and economic ability to create jobs. The indicator can support economic decisions, especially in 

the labor market [4], [18], [19]. Another usual implementation using the unemployment rate is to 

monitor the economic cycle, such as the unemployment rate trend, which is also related to economic 

performance and its variation. A low OUR does not necessarily mean the labor market is good and vice 

versa. Complementary data is needed to describe the quality of employment, other measures of 

underutilization of labor, and unemployment conditions to provide a complete picture of the labor 

market. An example of a case that can be taken is the condition of older people in the labor market. 

Older workers tend to have lower unemployment rates than other working-age populations. However, 

on closer inspection, it turns out that this low number does not directly reflect that the elderly labor 

market is in a good situation. Far from this, the elderly experience difficulties in the labor market. Low 

labor utilization means experiencing hopelessness in finding work. Also, seasonal unemployment is not 

considered unemployment (ILO Department of Statistics' Data Production and Analysis Unit, 2019). 

2.2. Gross Domestic Product 

Gross Domestic Product (GDP) is one of the macroeconomic indicators used to measure the 

economic condition of a country at a particular time [11], [20], [21], [22]. GDP can also be used for 

static and dynamic analysis—especially concerning macroeconomics—and for international 

comparisons. In its evolution, this indicator offers the possibility of an appreciation of income per 

inhabitant. This aspect leads to an assessment of living standards, to quality of life [23]. Attempts to 

measure the aggregate income of a country started in the 17th century. They became one of the main 

contributions to economic knowledge during the late 20th century [24]. 

According to BPS (2022), calculating GDP using the constant price approach is helpful for the 

economic growth rate of a country. The economic growth rate is usually calculated by comparing the 

amount of GDP at constant prices in one year to another. In other words, changes in the GDP value at 

constant prices each year can determine a country's economic growth. Thus it is clear that GDP is an 

important indicator to determine a country's economic growth, which in turn becomes a measure of the 

success of development carried out by the government in a country [25], [26], [27], [28]. According to 

BPS (2022), calculating GDP using the constant price approach is helpful for the economic growth rate 

of a country. The economic growth rate is usually calculated by comparing the amount of GDP at 

constant prices in one year to another. In other words, changes in the GDP value at constant prices each 

year can determine a country's economic growth. Thus it is clear that GDP is an important indicator to 

determine a country's economic growth, which in turn becomes a measure of the success of development 

carried out by the government in a country [25], [26], [27]. Calculating GDP using the constant price 

approach is helpful for the economic growth rate of a country [11]. The economic growth rate is usually 

calculated by comparing the amount of GDP at constant prices in one year to another. In other words, 

changes in the GDP value at constant prices each year can determine a country's economic growth. Thus 

it is clear that GDP is an important indicator to determine a country's economic growth, which in turn 

becomes a measure of the success of development carried out by the government in a country [27], [28]. 

Based on the information on the google.com page, Google Trends is a site that Google makes to 

analyze the popularity of top search queries on Google Search in various locations and languages. 

Google Trends allows the user to access big-size sample from the search on Google that is anonymous, 

categorized, and aggregated [29]. There are two types of samples available on this site. They are real-

time data from the last seven days and non-real-time data (a separate sample from real-time data with a 

search period from 2004 to 72 hours before the current search). Research [29] state that Google Trends 

offer a volume index of Google queries based on category and geography of search frequency. The 

index is obtained by normalizing the total query volume of a search term of a geographic location 

divided by the total number of queries of a particular region in a given period. A zero index refers to a 

query search on January 1, 2004. The bigger the index, the closer the query search to the recent period. 

It is because the obtained index explains the deviation percentage from the query share on January 1, 

2004. The index data is available at the country and state levels (for the United States and several other 

countries).  
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The data can be downloaded using several procedures. The data is downloaded using Application 

Programming Interface (API) in this research. Pytrend is an API that provides many methods to 

download information from Google Trends in Python [30]. This information is interest over time 

(interest based on a period, either from a single period or a different range of periods in the same time), 

historical hourly interest, interest by region, related topics, related queries, trending searches, top charts, 

and suggestion information. The interest over time method returns the index of a historical search when 

a specific keyword is the most searched according to interest over time. 

A bunch of previous research has experimented doing nowcasting, the method to predict the 

present using real-time data. Google Trends is one of the most favorable open-source sites and offers 

real-time data. Research [31] has forecasts macroeconomic indicators using Google Trends. The 

research chose Google Trends because it is built on the daily public interest through behavioral search 

records to explain economic activity at a real-time level. This research proved that the Google Trends 

model succeeded in capturing the change in GDP better than the model without Google Trends. 

2.3. Open Unemployment Rate Data Interpolation 

Open Unemployment Rate (OUR) data has a semi-annual frequency every February and August. 

In this study, the analysis was carried out with monthly data frequency, so it is necessary to convert 

low-frequency data, such as semi-annual, into high-frequency data, such as monthly or weekly. 

Research [32] interpolated OUR data using the Chow-Lin method approach. This research converts data 

from annual frequency data to monthly data so that the estimation results are in the form of monthly 

data. The results obtained, the value of the OUR and the value of the OUR resulting from the 

interpolation, is almost the same on average and standard deviation. Based on this research, this study 

uses the Chow-Lin method approach to interpolate semi-annual OUR data into monthly. 

2.4. Gross Domestic Product Data Disaggregation 

The availability of short-term (monthly) economic data, such as Gross Domestic Product (GDP), 

can reflect actual economic developments that are currently taking place [33]. In addition, in 

macroeconomic analysis, differences in the time-frequency of the data used are often found [13], as in 

this study which has data with different frequencies. So desegregating GDP data is one way that can be 

done to overcome this. Annual GDP data is the sum of quarterly GDP values. So the quarterly GDP 

value is also the sum of the monthly GDP values [34]. Instead, annual GDP values can be distributed 

over a quarterly observation period. Thus, quarterly GDP makes it possible to be distributed 

(distributed) into monthly GDP. The order used is 𝑚 = 3 if the desegregation is carried out from 

quarterly GDP data to monthly GDP data. Equation (3) expresses vector desegregation. 

 
𝑐′ = (

1

𝑚
,

1

𝑚
,

1

𝑚
) = (

1

3
,
1

3
,
1

3
) (3) 

Suppose the elements of the vector above are added up. In that case, the result can be expressed 

as a monthly average from one quarter, referred to as the aggregate value (Luthfiana & Nasrudin, 2018). 

The GDP value measured monthly from quarterly GDP data is called the GDP desegregation value. 

Several methods that can be used to desegregate GDP data are Cubic Spline, Denton, Denton-Cholette, 

Chow-Lin Max Log, Chow-Lin Min RSS, Fernandez, and Litterman. Research [35] used the Chow-Lin 

Max-Log method to desegregate GDP data and produced quite good results. In addition, research [36] 

shows that using the Chow-Lin Max Log method is better than using the Chow-Lin Min RSS method. 

Based on previous research results, researchers used the Chow-Lin Max Log method to desegregate 

GDP data. 

2.5. Relationship Between Open Unemployment Rate and Gross Domestic Product 

Akmal [37] stated that the high Open Unemployment Rate (OUR) value contributes to low GDP 

value because of the high amount of unemployment. High employment indicates slow economic growth 

affected by too much unemployment, leading to an unproductive economy. The output would grow 

when labor is utilized fully. A supporting publication mentions that OUR and GDP have a negative 

relationship over an extended period [38].  If the GDP growth rate went down below the labor growth 

rate, the new available jobs would not be enough to accommodate all new job seekers. Then the 

proportion of the employed labor force falls, and the unemployment rate rises. A similar idea was 

sparked in 1962 called Okun's Law. Specifically, Okun's Law initiates the one percent decline in the 

unemployment rate. Real GDP should grow about two percentage points faster than the potential GDP 

for a certain period [38].  
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As stated before, Okun's Law concludes a negative relationship between unemployment and 

output gaps, as explained by the equation (4) (Lee & Huruta, 2019). 

 

 𝑈 − 𝑈𝑛 = −0.5(𝑌 − 𝑌𝑛) (4) 

Where: 

𝑈 − 𝑈𝑛  : Unemployment rate gap 

𝑌 −  𝑌𝑛   : Output gap 

In actual practice, the conditions in each country vary. Not all countries experience the Okun's 

Law economic phenomenon. Some research has been conducted to study the existence of the Law in 

Indonesia. Lee and Huruta successfully found the Okun's Law phenomenon in Indonesia using 

Structural Vector Autoregression between OUR and GDP from 1987 to 2017 [39]. Remarkably, there 

is a causality relationship between OUR on GDP. Another research found a similar thing to this 

research. Okun's law exists in Indonesia when OUR is significant to GDP, as explained by the first 

differentiation model between OUR and GDP from 1986 to 2018 [40].  

 

3 Research Method 

This chapter outlines the methodological approach employed to address the research questions and 

objectives in a systematic manner. It begins by providing a comprehensive account of the data utilized 

in this research, along with a detailed explanation of its sources. Subsequently, the research workflow 

is presented, delineating the procedures and analytical techniques employed to attain the research 

objectives. 

3.1 Research Data 

This study uses secondary data from the Statistics Indonesia (BPS) website and Google as shown 

in Table 1. The data from the BPS used is the GDP data according to spending at a constant price basis 

(ADHK) for the 2010 base year from 2005 to 2022. In that period, there are differences in the base year 

in the released constant price GDP data. By BPS, it is necessary to carry out the process of equalizing 

the base year for GDP data based on constant prices for 2005 – 2009 using the 2000 base year. The 

GDP data is then converted to data frequency to change the data frequency from quarterly to monthly. 

After the GDP data, the data taken from BPS is the OUR data from 2005 to 2022. This OUR data 

frequency is semi-annual and is released twice a year. BPS routinely releases OUR data in February 

and August. This OUR data will then be converted to data frequency to change the data frequency from 

semi-annual to monthly. In addition, this study also used big data generated by the Google search 

platform in the form of the Google Trends search index. The search index is conversion data with a 

value of 0 – 100. This data is publicly available, and all features can be accessed via the link 

https://trends.google.com/trends/?geo=ID. Specifically, the Google Trends data retrieved is data of 

interest over time by region (search index based on region). The specified region is Indonesia, with 

monthly data from 2004 to 2022. This data from Google Trends will then be used as a predictor in 

estimating Indonesia's ADHK OUR and GDP data from 2005 to 2022.  

Table 1. Research data periods 

Data Periods Frequency 

Open Unemployment Rate 2005 – 2022 Semi-annual 

Gross Domestic Bruto 2004 – 2022 Quarterly 

Google Trends Search Index 2004 – 2022 Monthly 

 

Due to the difference in the data periods obtained (see Table 1), the data analysis period is 

determined from 2005 to 2022. Then, as previously mentioned, because the frequencies of the three 

data are different, they will be equated from low to high frequencies. High-frequency data such as 

monthly or weekly data. While low-frequency data, such as annual data. 

Data retrieval from Google Trends is done by using several search keywords. Selecting search 

keywords is essential because it will affect the results of predictions or estimates. The selection of 

keywords can refer to previous research with the same focus. Research [41] estimated OUR data using 

Google Trends data with the keywords "Indonesian business", "online business", "job market", "find 

money", "find work", "career", and "job vacancies". Another study on reference [42] estimated OUR 

https://trends.google.com/trends/?geo=ID
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data using Google Trends data with the keywords "job vacancies", "business", "job", and "job market". 

Furthermore, research [16] uses search keywords "car", "phone", "vacation", "hotel", "food", and many 

more to estimate data GDP using Google Trends data. The selection of search keywords in this study 

refers to previous research with some additional search keywords. For clarity, the search keywords used 

are shown in Table 2. Category filtering was not done in collecting data because this study wanted to 

capture all Google Trends search index values in all categories. 

Table 2. Google trends search keyword 

Search Keyword for Unemployment Rate Data Search Keyword for GDP Data 

business crisis 

Job fair economic crisis 

carrier financial crisis 

job vacancy recession 

job loan 

business opportunity bankrupt 

lay off out of business 

idle, unemployment debt 

3.2 Research Flow 

Data estimation of the OUR and GDP Based on Constant Prices (GDP ADHK), as well as analysis 

of the effect of the OUR on GDP using Google Trends data, are carried out in several stages. The earliest 

stage is data collection, including OUR and GDP data from the BPS website and Google Trends data. 

Then the OUR and GDP data are converted monthly for further estimation using the random forest 

model. The final stage is to analyze the effect of OUR on GDP using simple linear regression and robust 

regression models. The research flow is shown in Figure 1. 

 
Figure 1. Research flow 

3.3 Method 

The methods used in this study include the method of equalizing the base year of GDP, Chow-

Lin interpolation for GDP data desegregation and frequency conversion of OUR data, the Random 

 

Retrieval of OUR Data from 

Statistics Indonesia Website 

Retrieval of GDP Data from 

Statistics Indonesia Website 

Retrieval of Google Trends 

Data 

Convert Data Frequency to Monthly 

 

 

 

Chow-Lin 

Interpolation 

OUR and GDP Data 

Estimation with Google 

Trends Data 

 

 

OUR and GDP Data 

Estimation Result with 

Google Trends Data 

Result Evaluation with 
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Analysis of Effect of OUR on 

GDP with Google Trends Data 
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Linear Regression Robust Regression 
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Forest model for estimation of OUR and GDP data along with the evaluation size used, as well as the 

Pearson correlation coefficient, linear regression. Simple and robust regression is to investigate the 

effect of OUR on GDP. 

 

3.3.1 Equates the Based Year of Gross Domestic Product 

The value of GDP at constant prices according to expenditure generated by Statistics Indonesia 

(BPS) in specific years experiences a difference in the base year where variations of the base year are 

used, such as the 1993, 2000 and 2010 base years. The value of GDP is used at constant prices for the 

2010 base year. The process of equalizing the base year must be carried out to get the best results [43]. 

The steps taken to equalize the base year for GDP data are as follows [44]. 

1. Determine one data that is calculated using two base years. The data in this study were calculated 

using two base years in 2010, where GDP in that year was calculated using the 2000 base year 

and 2010 base year. 

2. Find the multiplier by dividing the GDP value for the 2010 base year by the GDP for the 2000 

base year, then multiply it by the GDP value for the year you want to equate to the base year. 

The following shows GDP data at constant prices with different base years, namely the 2000 and 

2010 base years (see Table 3). Suppose you want to equate the base year for the 2009 GDP value from 

the 2000 base year to the 2010 base year. Then the GDP value is calculated using two; the base year is 

the GDP value 2010. Then the value for that year is used to find the multiplier. Based on the previous 

stages, the GDP value for the first quarter of 2009 is obtained using the 2010 base year (see equation 

(5) and (6)). 

Table 3. Equate the based year of GDP 

Periods GDP (2000 = 100) GDP (2010 = 100) 

January 2009 528056.5 … 

April 2009 540677.8 … 

Juli 2009 561637.0 … 

Oktober 2009 548479.1 … 

Januari 2010 559683.4 1642356.30 

April 2010 574712.8 1709132.00 

Juli 2010 594250.6 1775109.90 

Oktober 2010 585812 1737534.90 

Januari 2011  1748731.20 

April 2011  1816268.20 

Juli 2011  1881849.70 

Oktober 2011  1840786.20 

 

 
𝐺𝐷𝑃2009𝑄1(2010=100) =

𝐺𝐷𝑃2010𝑄1(2010=100)

𝐺𝐷𝑃2010𝑄1(2000=100)
× 𝐺𝐷𝑃2009𝑄1(2000=100) (5) 

 
𝐺𝐷𝑃2009𝑄1(2010=100) =

1642356.30

559683.4
× 528056.5 = 1549549.12 

(6) 

3.3.2 Chow-Lin Interpolation 

In extracting high-frequency data (such as monthly or weekly) from low-frequency data (such as 

annual data), the Chow-Lin approach can be used which uses the desegregation method [35].   Chow-

Lin interpolation is used in this study to convert OUR data from a semi-annual frequency to become 

monthly. It desegregates GDP data with a quarterly frequency to become monthly. Converting the OUR 

data using the Chow-Lin interpolation method is done with the E-Views data processing application. 

Meanwhile, desegregating GDP data is done using the RStudio data processing application. The Chow-

Lin method ensures that the average value, the first and last data from the high-frequency data series, 

matches the low-frequency data sets [32]. Equation (7) represents interpolation using the Chow-Lin 

approach. 

𝑣𝑗 = 𝑣�̅� + ∑ 𝐹𝑗𝑖(𝑦𝑖 − ∑ 𝐻𝑖𝑞𝑣𝑞̅̅ ̅𝑚
𝑞=1 )𝑛

𝑖=1                                                              (7) 
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The following steps are generally carried out to apply the Chow-Lin interpolation method [32]. 

1. Create an initial high-frequency (𝑣𝑗) data set using additional data such as past information. 

Regression with the least squares method is used to combine these data. 

2. Analyze the residual differences between the observed low-frequency series and the high-

frequency series that have been aggregated to a low-frequency scale (through the 𝐻 ∈ 𝑓𝑛×𝑚) 

matrix). 

3. Creates temporally consistent high-frequency (𝑦𝑖) data by distributing those differences between 

high-frequency periods using the 𝐹 ∈ 𝑅𝑛×𝑚 Distribution matrix. 

OUR data frequency conversion from semi-annual to monthly with the Eviews data processing 

application is carried out by selecting the Frequency Conversion Options, namely the Chow-Lin 

method. For example, the input data entered are the February and August 2005 OUR values. Then with 

Chow-Lin interpolation, we will fill in the OUR values between those time ranges, namely from March 

to July. From BPS data, the OUR value in February 2005 was 10.26%, and in August 2005 it was 

11.24%. With Chow-Lin interpolation, the results are shown in Table 4. 

 

Table 4. Chow-lin interpolation on OUR data 

Period Value of OUR 

February 2005 10.26 

March 2005 10.42 

April 2005 10.59 

May 2005 10.75 

June 2005 10.91 

July 2005 11.08 

August 2005 11.24 

 

As in the research [32], with this interpolation, the actual OUR data remains the same and only 

fills in the values between February and August 2005. The OUR values will then be used for analysis 

in the next section. GDP data desegregation using the RStudio data processing application using the 

tempdisagg package. The specification of the method used is Chow Lin – Max Log. This method 

ensures that the aggregated GDP's aggregate (sum) value will be the same or close to the quarterly GDP 

value [34]. The results are shown in Table 5 with Chow-Lin Max Log interpolation. 

 

Table 5. Chow-lin interpolation on GDP data 

Periods GDP Value 

April 2005 426187.9 

May 2005 432078.3 

June 2005 438710.1 

July 2005 446083.2 

August 2005 448370.1 

September 2005 445571 

 

The interpolation results in Table 5 show the value of monthly GDP from April 2005 to 

September 2005. In other words, these are the months in the second and third quarters. Data from the 

Central Statistics Agency show that the value of GDP at Constant Prices (2010) in the second and third 

quarters was Rp. 1296976.28 billion rupiah and Rp. 1340024.25 billion, respectively. Meanwhile, 

compared with the desegregated data in Table 5, the total value of monthly GDP from April 2005 to 

June 2005 was IDR 1296976.28 billion. From July 2005 to September 2005, it was IDR 1340024.25 

billion—the results obtained following actual quarterly GDP data. 

 

3.3.3 Random Forest 

Random forest is a machine-learning method that is quite popular today. Breiman revealed this 

method in the early 2000s. Random Forest is an algorithm that consists of a collection of tree-structured 
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classifiers (decision trees) [45]. Each tree votes for units for the most popular class of inputs [46]. This 

method has become very popular because it can be applied to various prediction problems, including 

forecasting on time series data. Besides being easy to use, this method is generally recognized for its 

accuracy and ability to handle small sample sizes and high-dimensional feature spaces [47]. Research 

[48] even shows that, in their case, forecasting with Random Forest is better than classical methods for 

time series data such as ARIMA. 

This study will apply Random Forest to predict the monthly value of OUR and GDP. Forecasting 

will use predictors in the form of lag or data at a previous time. Furthermore, Google Trends data will 

be included as an additional predictor. The model building will be carried out using the Sklearn package, 

which is available in the Python programming language. 

Forecasting OUR data will use the original value of the data, while forecasting GDP will use the 

growth value in the relevant month because GDP data has a relatively vital trend component. So, that 

data transformation is carried out to refine the data and hope the results can be better. GDP growth is 

defined as the ratio of the increase in GDP to the previous month, as presented in equation (8). 

 

 
𝐺𝑟𝑜𝑤𝑡ℎ 𝐺𝐷𝑃𝑡 =

𝐺𝐷𝑃𝑡 − 𝐺𝐷𝑃𝑡−1

𝐺𝐷𝑃𝑡−1
 

(8) 

 

The forecasting results will be returned to the GDP value following the equation (9). 

 

 𝐺𝐷𝑃𝑡 = 𝐺𝑟𝑜𝑤𝑡ℎ 𝐺𝐷𝑃𝑡 × 𝐺𝐷𝑃𝑡−1 + 𝐺𝐷𝑃𝑡−1 (9) 

3.3.4 Model Evaluation 

Several evaluation methods are used to evaluate the estimation results on the OUR and GDP data 

[49]. 

1. Mean Absolute Error (MAE) is the average value of the absolute difference between the actual 

value and the value predicted by the model. A small MAE value indicates that the model is more 

accurate in predicting the actual value. The formula for calculating MAE is shown in the equation 

(10). Where 𝑌𝑡 is the actual value and 𝑌�̂� is the predicted value.  

 
𝑀𝐴𝐸 =

1

𝑛
∑ |𝑌𝑡 − 𝑌�̂�|

𝑛

𝑡=1

 (10) 

2. Mean Absolute Percentage Error (MAPE) is the average value of the absolute percentage 

difference from the actual value with the model's predicted value. MAPE value can be calculated 

using equation (11). 

 
𝑀𝐴𝑃𝐸 =

1

𝑛
∑

|𝑌𝑡 − 𝑌�̂�|

𝑌𝑡

𝑛

𝑡=1

 (11) 

3. Root Mean Squared Error (RMSE) is the root of Mean Squared Error (MSE). A small RMSE 

value indicates that the model is more accurate in predicting the actual value. RMSE can be 

calculated using equation (12). 

 

𝑅𝑀𝑆𝐸 = √∑
(𝑌𝑡 − 𝑌�̂�)

2

𝑁

𝑛

𝑡=1

 (12) 

In addition to the evaluation measures above, to measure the goodness of a robust regression 

model between OUR and GDP data, one more evaluation method is added, namely the coefficient of 

determination (𝑅2). The coefficient of determination helps know the model's ability to explain the 

independent variable; the value of the coefficient of determination is between zero and one. If the value 

of the coefficient of determination is close to one, the stronger the ability of the independent variables 

to explain the dependent variable [49]. The value of the coefficient of determination can be calculated 

using equation (13). 
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 𝑅2 = 1 −
∑ (𝑦�̂� − 𝑦𝑖)2𝑛

𝑖=1

∑ (𝑦𝑖 − yi̅)
2𝑛

𝑖=1

 (13) 

3.3.5 Pearson Correlation  

Pearson correlation coefficient (𝜌) is a linear relationship measurement between two variables 

[50]. The value of this coefficient varies between -1 to 1. The positive value (more than zero) would 

mean there is a tendency if one variable increases, the other will also increase or vice versa. A negative 

value (less than zero) refers to the tendency that if one variable increases, the other will decrease or vice 

versa. Meanwhile, a zero coefficient means no relationship between the two variables. The closer the 

absolute value to 1, the stronger the relationship. Some assumptions that must be fulfilled to count the 

coefficient are the data needs to be in interval or ratio level, the proposed two variables have a linear 

relationship, and the data must be in normal bivariate distribution (“Pearson’s Correlation Coefficient,” 

2008). Table 6 interprets the absolute value of the Pearson correlation coefficient [51]. 

Table 6. Correlation coefficient interpretation 

Absolute Coefficient Interval Relationship Level 

0,8 – 1 Very Strong 

0,6 – 0,7999 Strong 

0,4 – 0,5999 Strong Enough 

0,2 – 0, 3999 Weak 

0,0 – 0,1999 Very Weak 

  

The equation (14) is the formula to calculate the Pearson correlation. 

 
𝑟𝑥𝑦 =

𝑛 ∑ 𝑋𝑌 − (∑ 𝑋)(∑ 𝑌)

√{𝑛 ∑ 𝑋2 − (∑ 𝑋)2}{𝑛 ∑ 𝑌2 − (∑ 𝑌)2}
 (14) 

 

3.3.6 Simple Linear Regression 

A simple linear regression model is a model that expresses a probabilistic linear relationship 

between a predictor variable that is considered to influence a response variable [52]. In general, simple 

linear regression is written in a mathematical equation as in equation (15). 

 

 𝑌 = 𝛽0 + 𝛽1𝑋 + 𝜖 (15) 

Where: 

𝑌 = Response Variable 

𝑋 = Predictor Variabele 

𝜖 = Residual 

 

The values of 𝛽0 and 𝛽1 are estimated through several methods that zero out the error (residue) 

from the entire data set. There are two methods commonly used in estimating these parameters, namely 

Ordinary Least Square (OLS) and Maximum Likelihood. In this study OLS will be used to estimate the 

value of these parameters. The values of 𝛽0 and 𝛽1 are estimated in equations (16) and (17), respectively. 

 

 
𝑏1 =

𝑛 ∑ 𝑋𝑖 𝑌𝑖
𝑛
𝑖=1 − ∑ 𝑋𝑖

𝑛
𝑖=1 ∑ 𝑌𝑖

𝑛
𝑖=1

𝑛 ∑ 𝑋𝑖
2𝑛

𝑖=1 − (∑ 𝑋𝑖
𝑛
𝑖=1 )

2  

 

(16) 

 
𝑏0 =

𝑛 ∑ 𝑌𝑖
𝑛
𝑖=1 − 𝑏1 ∑ 𝑋𝑖

𝑛
𝑖=1

𝑛
 

(17) 

 

Simple Linear Regression requires fulfillment of the assumptions so that the resulting regression 

equation becomes valid [53]. Several classic assumptions must be met in a simple linear regression 

model, including: 
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1. Homoskedasticity of residuals is a state where every random error has the same variance 

(homogeneous). If the error variance is not homogeneous, it will make it difficult to measure the 

correct standard deviation of the error prediction, usually resulting in confidence intervals that 

are too wide or too narrow. This will later affect the difficulty of obtaining the correct conclusion. 

Homoscedasticity can be calculated through the Breusch-pagan-godfrey test on the residual 

values of simple linear regression modeling results. 

2. Residual non-autocorrelation means that the residuals must be independent. If this assumption is 

not fulfilled, it will complicate subsequent analyses, such as difficulty in estimating the variance 

of errors and difficulty in testing hypotheses in forming confidence intervals. This assumption 

can be detected with the Breusch-Godfrey Autocorrelation test. 

3. Normality of the residual means that the random errors have (or at least approach) a normal 

distribution. This assumption can be measured through the Jarque-Berra test applied to the 

residual values generated by the model. 

3.3.7 Robust Regression 

Outlier is an extreme observation where the absolute residual is more significant than the other 

observations [54]. Outlier influences model learning or insignificant t-test statistics [55]. Another 

problem with outliers among the observations is the violation of classic assumptions in regression 

analysis [56]. To cope with these issues, eliminating outliers is a standard method. However, the 

consequence of removing outliers is the diminishing number of observations since outliers also explain 

the actual situations that happened to exist in research. To prevent this consequence in modeling a 

regression, the solution is to find a regression method that can 'weaken' the effect of outliers while 

making the regression. The most suitable model that has this characteristic is the robust regression 

model. The robust regression reduces the effect of outliers with the OLS (Ordinary Least Square) 

method [57]. This model was designed to analyze data with outliers to generate a sturdy and stable 

model. There are five types of robust regression. These types consist of M-estimators, Least Median 

Square-estimator, Least Trimmed Square-estimator, S-estimator, and MM-estimator. The M-estimator 

is the most common robust model when making a regression model. The model derives from the 

generalized Maximum Likelihood estimator [58]. By minimizing the following objective function, a 

robust M-estimator model is obtained as in equation (18). 

 

∑ 𝑥𝑖𝑗𝑤𝑖
𝑛
𝑖=1 (𝑦𝑖 − ∑ 𝑥𝑖𝑗𝛽𝑗

𝑘
𝑗=0 ) = 0 (18) 

Where: 

𝑥𝑖𝑗 = observation of the i-th predictor variable with the j-th parameter 

𝑤𝑖 = weight 

𝑦𝑖 = observation of the i-th dependent variable 

𝛽𝑗 = regression coefficient of j-th parameter 

The regression coefficient is obtained by calculating the Maximum Likelihood (see equation (19)) 

estimator that minimizes the sum of residual function.  

 𝑚𝑖𝑛 ∑ 𝜌(𝑒𝑖) 𝑛
𝑖=1 = ∑ 𝜌(𝑦𝑖 − ∑ 𝑥𝑖𝑗𝛽𝑖) 𝑘

𝑗=0
𝑛
𝑖=1  (19) 

 

 

The matrix notation of the function is written as equation (20). 

 

 𝑋𝑇𝑊0𝑋𝑏 =  𝑋𝑇𝑊0𝑌 (20) 

where: 

𝑊0 = diagonal matrix of weight with 𝑛 × 𝑛 size  

𝑋 = matrix of the dependent variable with dimensions size (𝑛 × (𝑝 + 1))   

𝑏 = estimator of outlier (β)  
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𝑌 = matrix of the dependent variable with (𝑛 × 𝑛) size 

 

Equation (21) below calculates the estimator of β in M-estimator robust regression (IRLS). 

 𝑏𝑙+1 = (𝑋𝑇𝑊𝑙𝑋−1)−1(𝑋𝑇𝑊𝑙𝑌) (21) 

While the weight function of the M-estimator could be determined by the Huber or the Tukey Bisquare 

function (see Table 7) [54]. The m-estimator is a robust estimator with a mathematical intrinsic structure 

where the estimator is not too sensitive to spurious deviation [58]. The estimator evaluates most of the 

observations around the mean and ignores the false value (observations usually located far from the 

mean) simultaneously. These characteristics allow the accurate regression to be made even though a 

priori of outlier or data structure error is unknown. Also, this method returns more information about 

the nature of data statistics after estimating the residue. 

Table 7. Weight function m-estimator 

Method Weight Function Range 

Huber 𝑤(𝑒𝑖
∗){1 

𝑐

|𝑒𝑖
∗|

  |𝑒𝑖
∗| ≤ 𝑐 

|𝑒𝑖
∗| > 𝑐 

𝑐 = 1.345 
Tukey Bisquare 

𝑤(𝑒𝑖
∗){[1 − (

𝑒𝑖
∗

𝑐
)

2

]

2

 0  

|𝑒𝑖
∗| ≤ 𝑐 

|𝑒𝑖
∗| > 𝑐 

𝑐 = 4.685 
 

4 Result and Analysis 

This section presents the results and analyses related to the estimation of the Open Unemployment 

Rate (OUR) and the Gross Domestic Product (GDP) in Indonesia using Google Trends data. The 

utilization of Google Trends as a proxy for economic indicators is intended to ascertain the relationship 

between individuals' online search patterns and macroeconomic variables, particularly the OUR and 

GDP. The results and analysis are organized into three sections: firstly, the estimation of the OUR and 

GDP with Google Trends data; secondly, the exploration of the relationship between the OUR and 

GDP; and finally, the analysis of the impact of the OUR on GDP. 

 

4.1. Unemployment Rate Estimation with Google Trends Data 

OUR data converted to frequency will then be used for estimation using Google Trends data as 

an additional predictor. The model used in this estimation is a random forest with 100 trees. To make a 

comparison, we also estimate OUR data without additional predictors in the form of Google Trends 

data. The list of predictor and response variables used in estimating the OUR data is shown in Table 8. 

Table 8. Response and predictors variables of the model 

Model Response Variables Predictor Variables 

Random Forest with Google Trends Monthly OUR Lag, Google Trends search index 

each search keyword 

Random Forest without Google Trends Monthly OUR Lag (OUR(-1)) 

 

The trend of monthly OUR values obtained from the previous interpolation results is shown in 

Figure 2. The OUR from 2005 to 2022 shows a downward trend. There were several increases, such as 

in 2020 which increased to 7% from 2019, which was 5%. This may have happened due to the Covid-

19 pandemic, which has resulted in many economic sectors going out of business and severing work 

relations [59]. 
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Figure 2. Open unemployment rate trends 2005 - 2022 

From Figure 3 below, the search trend related to the OUR tends to decrease from 2004 to 2022. 

This result aligns with the OUR data trend in Figure 2. From these results, it is also known that the 

keywords "unemployed" and "unemployed" adequately reflect the condition of open unemployment in 

Indonesia. The predictor variable in the form of lag is a predictor variable that refers to the use of 

variable values at the previous time.  

 

Figure 3. Google trends keyword trends related to OUR 2004 – 2022 

The comparison between the estimated OUR data and the original OUR data with additional 

predictors in the form of Google Trends data is shown in Figure 4. The graph shows the OUR values 

and their estimates tend to have the same value. Figure 4 shows that modeling using Random Forest 

with additional predictors in the form of Google Trends search index data is quite good at estimating 

OUR data. 

 

Figure 4. Unemployment rate value and estimated OUR with google trends data 

Then to compare, the following uses the same model, namely random forest. Still, it does not add 

Google Trends data as an additional predictor. The comparison between the estimated OUR data and 

the original OUR data without additional predictors in the form of Google Trends data is shown in 

Figure 5. It shows that estimating the OUR value without Google Trends data (using only the lag 
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variable) gives good results. Compared to the estimation results using Google Trends data, the 

estimation results are visually better using Google Trends data. 

 

Figure 5. Unemployment rate value and estimated unemployment rate without google trends 

data 

To know for sure the goodness of the two models, evaluation measures are used in the form of 

RMSE (Root Mean Square Error), MAE (Mean Squared Error), and MAPE (Mean Absolute Percentage 

Error) values. The results of calculating the evaluation size for each model are shown in Table 9. From 

the overall evaluation size shown in Table 9, the random forest model with Google Trends has a smaller 

value than the random forest model without Google Trends. These results strengthen the results of the 

visual interpretation of the visualization of Figure 4 and Figure 5, which shows that adding additional 

predictors in the form of Google Trends search index data can improve the estimation results of the 

OUR. These results also show that Google Trends data can be used to estimate OUR with a relatively 

small error. OUR data calculated using Google Trends will be used in the following analysis. 

Table 9. Unemployment rate estimation model evaluation  

Model RMSE MAE MAPE (%) 

Random Forest with Google Trends 0.0867 0.0470 0.7211 

Random Forest without Google Trends 0.2682 0.2237 3.4471 

 

4.2. GDP Estimation with Google Trends Data 

Estimated GDP data uses frequency conversion and Google Trends data as additional predictors. 

The model used in this estimation is a random forest with 100 trees. For comparison, GDP data was 

also estimated without different predictors in the form of Google Trends data. The list of predictor and 

response variables used in this GDP data estimation is shown in Table 10. GDP estimation is carried 

out at its growth rate. The estimation results are then calculated to obtain the GDP value for the month 

in question. 

Table 10. Response and predictor variable 

Model Response Variable Predictor Variable 

Random Forest with Google 

Trends 

Monthly GDP Growth Rate Lag, Google Trends search 

index of each search keyword 

Random Forest without 

Google Trends 

Monthly GDP Growth Rate Lag (GDP Growth(-1)) 

Trends in monthly GDP values obtained from previous interpolation results are shown in Figure 

6. GDP value from 2005 to 2022 shows an upward trend with a visible seasonal pattern. However, in 

2020, the GDP value decreased due to the Covid-19 pandemic. The decline occurred by up to 6 percent 

compared to the previous year, 2019. Towards 2022, the trend of GDP values will start to increase in 

line with the improving economic conditions in Indonesia.  
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Figure 6. GDP trends in 2005 – 2022 

The search keywords used to get the search index from Google Trends as mentioned in the 

Methodology section. The search index trend of the keywords used from 2004 to 2022 is shown in 

Figure 7. The search trend for keywords related to GDP tends to fluctuate from 2004 to 2007. Then 

searches tend to stagnate from 2008 to 2022. However, it is different for the keyword "debt," which 

tends to increase in that period. This result aligns with the GDP data trend in Figure 6. From these 

results, it is also known that the keyword "debt" adequately reflects the condition of Indonesia's GDP. 

 

Figure 7. Google trends keyword trends related to GDP in 2004 – 2022 

 

The predictor variable in the form of lag is a predictor variable that refers to the use of variable 

values at the previous time. A comparison between the original GDP data and the estimated GDP using 

additional predictors in the form of Google Trends data is shown in Figure 8. The GDP values and 

estimates tend to have similar values. This indicates that modelling using Random Forest with additional 

predictors in the form of Google Trends search index data is quite good at estimating GDP data. 

 

Figure 8. GDP value and estimation with google trends data 

As a comparison, the following uses the same model, namely a random forest. Still, it does not 

add Google Trends data as an additional predictor. The comparison between the original GDP data and 

the estimated GDP results without different predictors is shown in Figure 9. It shows that the estimated 
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GDP value without Google Trends data (only with the lag variable) gives good results. If we compare 

these results with those before (using Google Trends data), visuals are not better. 

 

Figure 9. GDP value and estimation without google trends data 

To be confident for sure the goodness of the two models, evaluation measures are used in the 

form of RMSE, MAE, and MAPE values. The results of calculating the evaluation size for each model 

are shown in Table 11. From the overall evaluation measures, the random forest model with Google 

Trends Data has a smaller value than the random forest model without Google Trends Data. These 

results reinforce the results of the previous visualization that the additional predictors in the form of 

Google Trends search index data can increase the estimated goodness of GDP data. From these results, 

we have also learned that Google Trends data can be used to calculate GDP data with errors that tend 

to be small. GDP data estimated using Google Trends will be used in the following analysis. 

Table 11. Evaluation measures for each GDP estimation model 

Model RMSE MAE MAPE (%) 

Random Forest with Google Trends 8298.96 4936.41 0.63 

Random Forest without Google Trends 10332.47 7461.64 1.01 

4.3. Analyzing the Relationship Between OUR and GDP 

Calculating the correlation Pearson coefficient between the two variables is needed to measure 

the relationship between OUR and GDP initially. Suppose the result shows that there is a strong enough 

relationship (see Table 12). In that case, the advanced analysis will be conducted using the regression 

method. 

Table 12. Pearson correlation coefficient between OUR and GDP 

Variable Correlation Coefficient (ρ) 

Interpolated OUR with Interpolated GDP -0.906 

OUR estimated by Google Trends with 

GDP estimated by Google Trends 
-0.851 

The line chart in Figure 10 below compares GDP and OUR trends from 2005 to 2022. The chart 

shows a negative relationship between the variables in line with the Pearson coefficient. Table 12 

explains the power of the general relationship between the OUR and output. The correlation between 

OUR and GDP obtained from the interpolation is -0.906. Meanwhile, the relationship between OUR 

and GDP from Google Trends results is -0.851. These values are a strong negative relationship between 

both variable pairs. The conclusion that can be taken is the relationship is expressed in the opposite 

direction. Lower OUR is the consequence of higher GDP or vice versa. These results align with the 

chart in Figure 10, which explicitly pictures the relationship between the two variables. However, 

regression modeling will be performed to find out if this is a genuine causality relationship. 
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Figure 10. GDP and OUR in indonesia 2005 – 2022 

4.4.  The Impact of OUR on GDP 

Regression analysis is used to investigate the relationship. The target variable of research would 

be OUR, and the predictor target of an investigation would be GDP. Equation (22) is the proposed 

model of regression. 

ln 𝐺𝐷𝑃𝑖 = 𝛽0 + 𝛽1 𝑂𝑈𝑅𝑖 (22) 

where: 

ln 𝐺𝐷𝑃𝑖  = natural logarithm of GDP i-month 

𝛽0  = intercept 

𝛽1  = regression coefficient for OURi 

OURi  = open unemployment rate of the particular month 

Natural logarithm transformation of GDP is used instead of the real GDP because the research 

intends to obtain the percentage of GDP change monthly from the employment side. Also, in this linear 

modeling, linear variables are needed. This transformation would fulfill the additive assumption (linear) 

and transform unnormal distribution observations into normally distributed ones [60]. Table 13 and 

Table 14 show the equation model generated in Eviews. 

Table 13. Simple linear regression of interpolated OUR with interpolated GDP 

Variable Coefficient Standard Error t-Statistics Values Probability 

𝛽0 
15,423 0,043 355,445 0,000 

𝛽1 
-1,046 0,023 -46,48 0,000 

Table 14. Simple linear regression of OUR estimated by google trends with GDP 

estimated by google trends 

Variable Coefficient Standard Error t-Statistics Values Probability 

𝛽0 
15,233 0,062 246,259 0,000 

𝛽1 
-0,953 0,032 -29,585 0,000 

All the regression coefficients are significant in model-making. However, both models don't meet 

all classical assumption tests. Only homoscedastic and non-multicollinearity assumptions were fulfilled 

from both models. The researchers used M-estimator robust regression with the same proposed model 

as simple linear regression to continue performing the analysis. Checking classical assumptions is 

unnecessary in a robust model because this model assumes that robust standard error is resistant to 

heteroscedasticity, normality, and autocorrelation assumptions [61]. Table 15 show the robust model 

that was generated in Eviews. 

Table 15. Robust m-estimator regression of interpolated OUR with interpolated GDP 

Variable Coefficient Standard Error Z-Statistics Values Probability 

𝛽0 
15,376 0,041 370,286 0,000 

𝛽1 
-1,026 0,021 -47,632 0,000 
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Table 15 shows that for every one-unit increase in the value of OUR in a month, it can reduce 

1.026% of GDP in the same month. These results also indicate a significant influence of the OUR 

variable on GDP. This is characterized by a probability value that is less than the alpha significance 

level, which is 5%. Not only that, in line with the results of the correlation coefficient, OUR harms 

GDP. 

Meanwhile, the model generated from Google Trends estimates in Table 16. is not much different 

from the previous model. The resulting model has the same negative OUR regression coefficient, and 

both variables significantly influence the natural logarithm of GDP. This model states that for every 

decrease in the value of OUR in a month, a GDP increase of 0.933%. 

Table 16. Robust m-estimator regression of OUR estimated by google trends with GDP 

estimated by google trends 

Variable Coefficient Standard Error Z-Statistics Values Probability 

𝛽0 
15,168 0,042 363,683 0,000 

𝛽1 
-0,933 0,022 -42,925 0,000 

 

Evaluation measures are calculated to see how close the prediction results of the two models are 

in describing the relationship between OUR to GDP and the actual value (GDP as a result of 

interpolation), namely MAE, MAPE, MSE, and RMSE. The smaller the resulting value, the closer the 

prediction results of a model are to the actual value. Then, 𝑅2-adj is also calculated to measure how 

well the predictor variables can describe the existing target variable. From Table 17, it can be concluded 

that the model resulting from the estimation results of the interpolation results is overall better than the 

other models. 

Table 17. Robust model evaluation 

Model MAE MAPE (%) RMSE 𝑅2 − 𝑎𝑑𝑗 
M-Estimator Regression with Interpolated 

Variables 

0,054 0,403 0,074 0,902 

M-Estimator Regression with Estimated 

Variables using Google Trends 

0,075 0,559 0,112 0,789 

 

5 Conclusion 

Providing an alternative to model economic data with different data frequencies to overcome 

delays in the publication of financial data, this study successfully used a machine learning approach, 

namely random forest, by utilizing Google Trends as an additional predictor in estimating data on the 

Open Unemployment Rate (OUR) and Gross Domestic Product (GDP) based on constant prices 

according to expenditure. OUR and GDP estimation using Google Trends data as an additional 

predictor gives quite good results compared to those without using Google Trends as another predictor. 

The estimation of the Google Trends data approach and machine learning can be used to predict 

economic data that has delays. These estimated data can be used to pre-indicate economic conditions 

at a particular time before the original data is published. There is a negative and significant effect 

between the OUR on GDP as indicated by a negative regression coefficient (1), a negative Pearson 

correlation coefficient (R) value, and the results of the parameter significance test found that the 

probability value is less than the significance level of 0.05. For every one-unit decrease in the value of 

the Open Unemployment Rate in a month, there is an increase in GDP at constant prices according to 

expenditure by 1.046%.  
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