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Abstract 
Cardiotocography (CTG) is widely used by obstetricians to physically access the condition of the 

fetus during pregnancy. This can provide data to the obstetrician about fetal heart measurements and 

uterine duration which helps determine whether the fetus is pathological or not. Determining the 

pathological classification or not can be done using machine learning methods. In this research, there 

is a problem of unbalanced data or data imbalance. To overcome data instability, testing using 

SMOTE is used. Then a comparison was made with the classifications, namely XGboost, Extra Trees 

and LightGBM. XGboost, Extra Trees and LightGBM testing results using SMOTE obtained the best 

results at 91.52% accuracy, 90.49% recall and 89.12% f1-score produced by LightGBM. Meanwhile, 

the best results were 89.07% precision and AUC 0.9800 produced by Extra Trees. 
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1 Introduction  

The problem of medical diagnosis consists of determining the patient's status from many and 

various factors, such as diagnosing obstetric complications during childbirth and poor deliveries that 

affect the health of the fetus and the mother [1].  Cardiotocography (CTG) is the most commonly used 

in the clinical routine evaluation as the primary approach to detect fetal conditions [2].  

There are four fundamental and crucial factors in CTG data. These four factors are the Baseline 

Fetal Heart Rate (BL), Accelerations (ACC), Decelerations (DCL), and Variability. By using the 

aforementioned criteria, doctors classify the fetal condition as normal, suspicious, or pathological [1].  

Data mining has been effectively assisting medical diagnosis in recent years to prevent 

diagnostic errors [3]. This means that data mining can also be applied in determining a predictive 

model of fetal health status using CTG data by classifying fetal conditions as normal, suspicious, or 

pathological [4].  

Data mining is expected to contribute to the efficiency of fetal health operations and the 

prevention of fetal deaths and diseases by accurately classifying and specifically managing fetal 

deaths and diseases that may occur [5]. The application of data mining in determining the 

classification of fetal health status encounters problems of unbalanced or imbalanced data.  

Therefore, before implementing the proposed data mining classification model, a preprocessing 

algorithm is applied. Synthetic Minority Oversampling Technique (SMOTE) is a technique used to 

address unbalanced data [6]. Next, models generated from the data classification process are built 

using Extreme Gradient Boosting (XGBoost), Extra Trees Classifier, and Light Gradient Boosting 

(LightGBM). 

XGBoost is an extension of gradient boosted decision trees. XGBoost is applied to solve many 

classification problems in various fields [7] such as store sales prediction, customer behavior 

prediction, ad click prediction, hazard prediction, web text prediction, and malware classification [8]. 

Extra Trees Classifier creates a group of decision trees that are not pruned according to the traditional 

top-down method. Essentially, this algorithm involves attribute randomization and simultaneous cut-

point selection that splits nodes from a tree. Predictions from all trees are combined to assign the final 

prediction [9][10].  
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LightGBM is another gradient boosting algorithm that uses the leaf-wise algorithm to grow 

trees vertically [11]. LightGBM is a meta-algorithm in machine learning used for supervised 

learning.learning [12]. The objective of this research is to achieve the highest accuracy results from 

the classification algorithm employed. In this study, the data to be processed is the Fetal Health 

Classification dataset obtained from the Kaggle website..  

 

2 Literature Review 

Related research on the classification of fetal health status using cardiotocography data utilized 

seven classification models (LR, SVM, RF, DT, KNN, GNB, XGBoost) to test their efficiency in fetal 

health classification within the most relevant feature dataset. To assess fetal health status, the 

MOGACD approach is proposed as a feature selection mechanism [13]. 

Furthermore, the application of classifying fetal health status is explored using random forest, 

which is employed for various purposes. Due to the imbalanced class ratio in fetal health status, data 

resampling is used to replicate a small number of classes to match the count of the major classes. 

After data balancing, the results of feature importance analysis indicate that 

abnormal_short_term_variability exhibits the highest importance [5]. 

The application of random forest along with another method, neural network, has also been 

conducted using the CTG dataset from the UCI Repository. Due to high imbalance, weighting 

methods have been applied to optimize the model [14]. 

The application of classifying fetal health status also utilizes the decision tree algorithm without 

feature selection, resulting in an accuracy of 89.84%. Subsequently, employing feature forward 

selection on this decision tree algorithm yields an accuracy of 91.06% [15]. 
 

3 Research Method  

The stages in conducting this research begin with dataset analysis and conclude with 

result evaluation. The research stages are described in the Figure.1 below.: 

 

 

 

    

 

 

Figure 1. Research Stages 

Figure 1 explains the research method from the initial stage of selecting the dataset, testing 

the LGBM, Extra Tree, XGBoost methods without smote and using. then the results are analyzed 

using several evaluation matrices such as accuracy, precision, recall, F-Score and AUC. 

3.1 Dataset 

This research utilizes the Fetal Health Classification dataset, which is publicly available data 

obtained from Kaggle. This dataset pertains to the classification of fetal health status, comprising 

2126 instances, 21 attributes, and 1 class attribute. 
3.2 Pre-Processing Data 

This research employs the SMOTE algorithm to address the issue of imbalanced data. 

SMOTE generates synthetic samples from the minority class by interpolating existing instances that 

are very close to each other. For the minority category in the dataset, SMOTE randomly selects 

instances from the minority class data. The SMOTE algorithm is formulated as follows: Given a 

sample X (x1, x2, x3, ..., xn, x1, x2, x3, ... :[16]. Xn represents the n-dimensional value of sample X. 
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The distance from a set of samples to various classes is computed using Euclidean distance D, and the 

K-nearest neighbors are obtained. The formula is as follows: 
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According to the proportion of the imbalanced dataset, the sampling rate N is determined. Six 

samples closest to D are selected to form one group. Each group of samples is connected to each other 

to generate several new samples randomly, which are added to the dataset and recycled [17]. 

3.3 Model Testing 

   K-Fold = 10 is used in this research. For each iteration, the data is divided into 80% for 

training and the remainder for testing. Considering the imbalanced data, SMOTE is applied and then 

tested with XGBoost, Extra Trees Classifier, and LightGBM. 

3.4 Evaluation 

To compare the overall performance of the proposed research scheme, evaluation is conducted 

using: accuracy, recall, precision, F1-Score, and AUC. Confusion matrices are also presented to 

describe the performance of each classification model, and feature importance analysis is conducted to 

identify the attributes that most influence the classification model results. 

 

4 Results and Analysis  

4.1 Dataset 
The dataset used is a public dataset taken from Kaggle. This data is a classification dataset of 

fetal health status. It consists of 2126 data points, 21 attributes, and 1 class attribute. Below is the 

dataset table of Fetal Health Classification explaining the attributes in the dataset: 

Table 1. Dataset Attributes 

No Name Description 

1 baseline value Fetal Heart Rate (FHR) 

2 Accelerations 
Number of accelerations per 

second 

3 fetal_movement 
Number of fetal movements per 

second 

4 uterine_contractions 
Number of uterine contractions 

per second 

5 light_decelerations Number of LD per second 

6 severe_decelerations Number of SD per second 

7 prolongued_decelerations Number of PD per second 

8 abnormal_short_term_variability 

Percentage of time with abnormal 

short-term variability Average 

value of short-term variability 

9 
mean_value_of_short_term_variabilit

y 

Average value of short-term 

variability 

10 
percentage_of_time_with_abnormal_l

ong_term_variability 

Percentage of time with abnormal 

long-term variability 

11 
mean_value_of_long_term_variabilit

y 

Average value of long-term 

variability 

12 histogram_width 

Width of the histogram 

constructed using all values from 

the record a 

13 histogram_min Minimum histogram value 
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14 histogram_max Maximum histogram value 

15 histogram_number_of_peaks 
Number of peaks in the test 

histogram 

16 histogram_number_of_zeroes 
Number of zeros in the test 

histogram 

17 histogram_mode Hist mode 

18 histogram_mean Hist mean 

19 histogram_median Hist median 

20 histogram_variance Hist variance 

21 histogram_tendency Histogram trend 

22 fetal_health 
Fetal health: 1 - Normal 2 - 

suspect 3 – Pathological 

 

Table 1 explains the 22 attributes in the data set used by the research. The use of these 

attributes is based on the results of analysis from previous research. 

 

4.2 Pre-Processing Data 

                                                    
                                                              Figure 2. SMOTE Process 

Figure 2 illustrates the initial data with 3 imbalanced classes, with each class having 1 

(Normal) totaling 1655, class 2 (Suspect) totaling 295, and class 3 (Pathological) totaling 176. 

Subsequently, data preprocessing is performed using SMOTE to balance the training data of these 

three classes, making them equal in quantity. 

 

4.3 Model Testing 
 In the testing, evaluations were conducted both without SMOTE and with SMOTE. Here are 

the results of the testing without using SMOTE : 

 

Table 2. Results of Testing Without SMOTE 

Method Accuracy Recall Precision F1-Score AUC 

XGBoost 91,07% 81,80% 86,76% 82,85% 0.9764 

Extra Trees 89,44% 70,81% 83,90% 75,30% 0.9753 

LightGBM 90,84% 79,03% 84,60% 79,70% 0.9761 

 

Table 2 describes the results after testing without SMOTE, XGBoost obtained an accuracy of 

91.07%, recall of 81.80%, precision of 86.76%, F1-Score of 82.85%, and an AUC of 0.9764. Extra 

Trees achieved an accuracy of 89.44%, recall of 70.81%, precision of 83.90%, F1-Score of 75.30%, 

and an AUC of 0.9753. Meanwhile, LightGBM obtained an accuracy of 90.84%, recall of 79.03%, 
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precision of 84.60%, F1-Score of 79.70%, and an AUC of 0.9761. After testing without SMOTE, 

testing with SMOTE was conducted as shown in the following table : 

 

Tab1e 3. Results of Testing With SMOTE 

Method Accuracy Recall Precision F1-Score AUC 

XGBoost+SMOTE 91,30% 89,15% 88.32% 88,32% 0.9775 

Extra Trees+SMOTE 91,30% 89,40% 89,07% 88,84% 0.9800 

LightGBM+SMOTE 91,52% 90,49% 88,34% 89,12% 0.9770 

 

Table 3 describes the results after testing with SMOTE. For clarity, a comparison table is 

presented based on the evaluation matrices used. Below is the table comparing the results of the three 

algorithms before and after applying SMOTE in tables 4, 5, 5, 7, and 8: 

 

Table 4. Accuracy Comparison 

Method XGBoost Extra Trees LightGBM 

Tanpa SMOTE 91,07% 89,44% 90,84% 

Dengan SMOTE 91,30% 91,30% 91,52% 

 

Table 4 describes the testing using SMOTE, XGBoost achieved an accuracy of 91.30%, 

resulting in an increase of 0.23%. The testing results using SMOTE with Extra Trees yielded an 

accuracy of 91.30%, indicating an increase of 1.86%. Meanwhile, the testing without SMOTE using 

LightGBM resulted in an accuracy of 91.52%, showing an increase of 0.68%. 

 

Table 5. Recall Comparison 

Method XGBoost Extra Trees LightGBM 

Tanpa SMOTE 81,80% 70,81% 79,03% 

Dengan SMOTE 89,15% 89,40% 90,49% 

 

Table 5 describes the testing using SMOTE, XGBoost achieved a recall of 89.15%, resulting 

in an increase of 7.35%. In the testing using Extra Trees, a recall of 89.40% was obtained, indicating 

an increase of 18.59%. Meanwhile, in the testing using SMOTE with LightGBM, a recall of 90.49% 

was achieved, showing an increase of 11.48%. 

 

Table 6. Precision Comparison 

Method XGBoost Extra Trees LightGBM 

Tanpa SMOTE 86,76% 83,90% 84,60% 

Dengan SMOTE 88.32% 89,07% 88,34% 

 

Table 6 describes the testing using SMOTE, XGBoost achieved a precision of 88.32%, 

resulting in an increase of 1.56%. In the testing using SMOTE with Extra Trees, a precision of 

89.07% was obtained, indicating an increase of 5.17%. Meanwhile, in the testing using SMOTE with 

LightGBM, a precision of 88.34% was achieved, showing an increase of 3.74%. 
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Table 7. F1-Score Comparison 

Method XGBoost Extra Trees LightGBM 

Tanpa SMOTE 82,85% 75,30% 79,70% 

Dengan SMOTE 88,32% 88,84% 89,12% 

 

Table 7 describes the testing using SMOTE, XGBoost achieved an F1-Score of 88.32%, 

resulting in an increase of 5.47%. In the testing using SMOTE with Extra Trees, an F1-Score of 

88.84% was obtained, indicating an increase of 13.54%. Meanwhile, in the testing using SMOTE with 

LightGBM, an F1-Score of 89.12% was achieved, showing an increase of 9.42%. 

 

Table 8. AUC Comparison 

Method XGBoost Extra Trees LightGBM 

Tanpa SMOTE 0.9764 0.9753 0.9761 

Dengan SMOTE 0.9775 0.9800 0.9770 

 

Table 8 describes the testing using SMOTE, XGBoost obtained an AUC of 0.9775, resulting 

in an increase of 0.0011. In the testing using SMOTE with Extra Trees, an AUC of 0.9800 was 

obtained, indicating an increase of 0.0047. Meanwhile, in the testing using SMOTE with LightGBM, 

an AUC of 0.9770 was achieved, showing an increase of 0.0009. 

 

3.3 Evaluation 
To visualize the results of the testing, ROC curves, confusion matrices, precision-recall 

curves, and feature importance should be displayed to understand the attributes that most influence the 

classification model results. 

3.1 XGBoost Evaluation 

 

 
Figure 3. XGBoost ROC Curve 

Figure 3 describes the XGBoost ROC curve, the ROC result for the normal class is 0.97, for 

the suspect class is 0.95, and for the pathological class is 0.99. Meanwhile, the average micro ROC 

for all three classes is 0.98 and the average macro ROC is 0.97. 
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Figure 4. XGBoost Confusion Matrix  

In the above figure 4, based on the evaluation results using the confusion matrix for predicting 

the fetal health status, it can be concluded that out of 1250 instances predicted as 'Normal', the 

classification correctly predicted the fetal health status. However, 64 instances predicted as 'Normal' 

actually turned out to be 'Suspect', and 10 instances predicted as 'Normal' actually turned out to be 

'Pathological'. Regarding the prediction of 'Suspect', out of 174 instances, the classification showed 

consistency between the prediction and the actual result. However, 35 instances predicted as 'Suspect' 

actually turned out to be 'Normal', and 27 instances predicted as 'Suspect' actually turned out to be 

'Pathological'. Lastly, in the prediction of 'Pathological', out of 119 instances, the classification 

showed consistency between the prediction and the actual result. However, 12 instances predicted as 

'Pathological' actually turned out to be 'Normal', and 10 instances predicted as 'Pathological' actually 

turned out to be 'Suspect'. 

  
Figure 5. XGBoost Feature Important  

Based on Figure 5, the attributes that have the most influence on classifying the fetal health 

status using XGBoost are histogram_mean, accelerations, baseline value, 

percentage_of_time_with_abnormal_long_term_variability, prolonged_decelerations, 

fetal_movement, abnormal_short_term_variability, histogram_max, 

mean_value_of_long_term_variability, and histogram_number_of_peaks. 

3.2 Extra Trees Evaluation 

 
Figure 6. Extra Trees ROC Curve 
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Figure 6 describes the Extra Trees ROC curve, the ROC result for the normal class is 0.97, 

for the suspect class is 0.95, and for the pathological class is 0.99. Meanwhile, the average micro 

ROC for all three classes is 0.98 and the average macro ROC is 0.97. 

 
Figure 7. Extra Trees Confusion Matrix  

In the above Figure 7, based on the evaluation results using the confusion matrix for predicting 

the fetal health status, it can be concluded that out of 1248 instances predicted as 'Normal', the 

classification correctly predicted the fetal health status. However, 65 instances predicted as 'Normal' 

actually turned out to be 'Suspect', and 11 instances predicted as 'Normal' actually turned out to be 

'Pathological'. Regarding the prediction of 'Suspect', out of 185 instances, the classification showed 

consistency between the prediction and the actual result. However, 39 instances predicted as 'Suspect' 

actually turned out to be 'Normal', and 12 instances predicted as 'Suspect' actually turned out to be 

'Pathological'. Lastly, in the prediction of 'Pathological', out of 116 instances, the classification 

showed consistency between the prediction and the actual result. However, 13 instances predicted as 

'Pathological' actually turned out to be 'Normal', and 12 instances predicted as 'Pathological' actually 

turned out to be 'Suspect'. 

 
Figure 8. Extra Trees Feature Important  

Based on the above Figure 8,  the attributes that have the most influence on classifying the 

fetal health status using Extra Trees are percentage_of_time_with_abnormal_long_term_variability, 

histogram_mean, abnormal_short_term_variability, histogram_median, histogram_mode, 

accelerations, prolonged_decelerations, baseline value, mean_value_of_long_term_variability, and 

mean_value_of_short_term_variability. 
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3.3 LightGBM Evaluation 

 
Image 9. LightGBM ROC Curve 

Figure 9 describes  the LightGBM ROC curve, the ROC result for the normal class is 0.97, 

for the suspect class is 0.96, and for the pathological class is 0.99. Meanwhile, the average micro 

ROC for all three classes is 0.99 and the average macro ROC is 0.97. 

 
Figure 10. LightGBM  Confusion Matrix  

In the above Figure 10, based on the evaluation results using the confusion matrix for 

predicting the fetal health status, it can be concluded that out of 1253 instances predicted as 

'Normal', the classification correctly predicted the fetal health status. However, 60 instances 

predicted as 'Normal' actually turned out to be 'Suspect', and 11 instances predicted as 'Normal' 

actually turned out to be 'Pathological'. Regarding the prediction of 'Suspect', out of 186 instances, 

the classification showed consistency between the prediction and the actual result. However, 34 

instances predicted as 'Suspect' actually turned out to be 'Normal', and 16 instances predicted as 

'Suspect' actually turned out to be 'Pathological'. Lastly, in the prediction of 'Pathological', out of 

118 instances, the classification showed consistency between the prediction and the actual result. 

However, 13 instances predicted as 'Pathological' actually turned out to be 'Normal', and 10 

instances predicted as 'Pathological' actually turned out to be 'Suspect'. 
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Figure 11. LightGBM Feature Important  

Based on the above Figure11, the attributes that have the most influence on classifying the 

fetal health status using LightGBM are 

percentage_of_time_with_abnormal_long_term_variability, abnormal_short_term_variability, 

baseline value, histogram_mean, mean_value_of_long_term_variability, 

mean_value_of_short_term_variability, uterine_contractions, accelerations, histogram_mode, and 

prolonged_decelerations. 

 

5 Conclusion  

 In this study, we compare XGBoost, Extra Trees, and LightGBM in classifying fetal health 

status. To address the issue of imbalanced data, SMOTE is used. This study compares the results 

before and after using SMOTE. From the test results, the use of SMOTE in classifying fetal health 

status can improve the results. The dataset used in this study is sourced from the Kaggle repository, 

which includes classes of normal, suspect, and pathological. Testing XGBoost, Extra Trees, and 

LightGBM using SMOTE yielded the best results with accuracy of 91.52%, recall of 90.49%, and F1-

score of 89.12% produced by LightGBM. Meanwhile, the best precision of 89.07% and AUC of 

0.9800 were obtained by Extra Trees. 
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