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Abstract 
This research is important because public interest in the KIP Kuliah Scholarship continues to increase. 

However, many educational institutions still use manual selection which is prone to bias and less 

effective in data management. Therefore, a method is required to make the selection process more 

efficient; the K-Means and K-Nearest Neighbor methods are two data processing methods that have 

been proven effective in various applications, including in the field of data processing. In this study, 

the K-Means and K-Nearest Neighbor methods are used to select scholarship recipients to increase 

efficiency in the process. Based on the processing carried out, there were 1257 participants who were 

then grouped into three clusters: Cluster 0 with 739 data points, Cluster 1 with 290 data points, and 

Cluster 2 with 228 data points. Testing using the K-Nearest Neighbor algorithm was carried out by 

evaluating the appropriate k values, specifically 27, 31, 35, 41, 45, and expanded to 185 to obtain the 

optimal value, namely K-155 and produced as many as 155 people who were deemed worthy and 

qualified according to the specified criteria. The combination of K-Means and K-NN algorithms 

resulted in an accuracy of 89.72% accomplished in 16 seconds. This combo can recognize data with 

excellent accuracy in a fast time while minimizing errors. The test results suggest that this technique 

is effective in selecting applicants based on the criteria and quotas established, thus it can be used as a 

guideline for future selection. 

Keywords: Scholarship selection, smart indonesia program, KIP college scholarship, k-means 

method, k-nearest neighbor method. 

 

1 Introduction 

The Smart Indonesia Program (PIP) is assistance in the form of cash [1] and learning 

opportunities the government provides to students from underprivileged families [2], [3], [4]. The 

government is committed to placing access to higher education for the entire community as a 

development priority [5]. One of the PIP programs is the KIP College Scholarship, which replaces the 

Bidikmisi scholarship [6]. This scholarship aims to increase access to and opportunities to study at 

universities and prepare intelligent and competitive Indonesian people [7]. This scholarship program 

provides students with tuition fees and living expenses for up to 8 semesters [8] of study, which has 

increased public interest in it rapidly. 

The development of technology in the current digital era [9] has become an important aspect for 

social and economic development [10], in supporting accessibility to education. One way to support 

accessibility is by providing scholarships to students who excel but are financially disadvantaged. 

However, in its implementation, the scholarship selection process is crucial. In the field of computer 

science, data processing methods are tools to assist in various data processing processes to obtain 

more precise and objective results. The increasing use of information technology creates a great 

opportunity to improve efficiency in various aspects of administration in higher education, one of 

which is in the selection process for scholarship recipients. With the presence of information 

technology, the process becomes more efficient in its completion. However, many educational 

institutions still use manual selection processes, which take a long time [11], [12] and are not effective 

in the data management process. Based on this, the Problem Formulation that will be used in this 

study is obtained: first, how to carry out an efficient selection process; second, how to process data in 
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a technology-based selection process; and third, how efficient the technology-based data processing 

process would be if implemented.  

Therefore, a data processing method is needed to complete the process efficiently. Researchers 

will use a combination of two methods to obtain accurate results. The K-Means method is a clustering 

algorithm [13], [14] that partitions data by performing an iterative process in forming data groups 

[15], [16] through a series of iterative partitions to reduce the average distance between each data and 

the corresponding cluster center [17]. The K-Nearest Neighbor method is one of the classification 

techniques [18], [19] included in supervised learning [20], which performs the proximity of the 

location (distance) of data to other data [21], [22]. The K-Nearest Neighbor algorithm can select or 

reduce data features at the pre-processing stage [23]. K-Nearest Neighbor classifies unknown data by 

finding the k nearest data points [24]. The optimal k value is contingent upon the dataset; generally, a 

higher k diminishes noise in classification but renders the borders between classifications 

progressively indistinct [25]. Data processing methods such as K-Means and K-Nearest Neighbor 

have begun to be applied in various contexts outside the field of information technology, including in 

the scholarship recipient selection process. 

In recent years, using the K-Means and K-Nearest Neighbor methods can be one solution in data 

processing. However, research that focuses on integrating these two methods still needs to be 

improved by using more than one method and comparing specific methods. Combining the two 

methods is expected to provide results with a better level of accuracy than using one method. This 

study's novelty is developing a model that combines both methods to increase efficiency in the 

scholarship selection process, which can be used as a reference for future selection processes. The 

urgency of this research is to help the administrative process in the scholarship recipient selection 

process with a method that will calculate the level of efficiency in processing scholarship applicant 

data. These results will determine how accurately the method can help the administrative process in 

the scholarship recipient selection process. 

 

2 Literature Review  

 Research conducted by [26] indicates a trend in employing classification algorithms to enhance 

efficiency and objectivity in the scholarship selection process. This research uses the K-Nearest 

Neighbors (KNN) algorithm to assess student eligibility based on historical data from 350 students for 

the 2022-2023 academic year. The KNN algorithm, employing Euclidean distance as a similarity 

metric, attains a prediction accuracy of up to 93%. This methodology is executed in Python on Google 

Colab, encompassing data normalisation, division into training data (75%) and test data (25%), and 

model assessment via a confusion matrix. This study highlights that KNN is a straightforward yet 

effective method, rendering it a suitable choice for enhancing data-driven decision-making in 

scholarship administration selection. This study has limitations, including a constrained data set and a 

singular emphasis on one algorithm without comparative evaluation against alternative 

methodologies. Furthermore, the utilisation of the 2022-2023 dataset implies that testing on more 

recent datasets has not occurred. 

 Prior research by [13] employed the k-means and C4.5 algorithms, utilising application data from 

2022. This study adeptly integrates two methodologies, specifically clustering and classification, to 

achieve superior outcomes. The outcomes derived from manual testing and the utilisation of the 

RapidMiner program are coherent and valid in accordance with the results of the application testing. 

A total of 1289 individuals were classified into three clusters based on the conducted processing. The 

results indicated that cluster 0 comprised 327 individuals, all of whom were students with high scores. 

The resultant decision tree demonstrates the subsequent pattern: A participant with an Indonesia 

Smart Card who achieves a score over 70 points on the "Total Income" criterion qualifies for a 

scholarship. This study has a limitation, specifically the lack of a conducted test evaluation. 

 Previous research had flaws, such as not using the most recent data or using a combination of 

clustering and classification algorithms in an integrated manner. The current work aims to close this 

gap by analysing the 2023 data set and evaluating the effectiveness of combining clustering and 

classification approaches. Furthermore, this study emphasises the significance of validating the results 

using an evaluation technique to ensure that the predictions are correct. Thus, this study not only 
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expands on prior findings, but it also offers a more complete and up-to-date strategy for selecting 

scholarship applicants. 

 

3 Research Method  

This study aims to process data in the scholarship recipient selection process using the K-Means 

and K-Nearest Neighbor methods. The results of this study are expected to be a reference to help the 

administrative process in higher education. In this study, researchers used applicant data in 2023. The 

data will be processed according to the Knowledge Discovery in Database (KDD) process as follows: 

a. Data Cleansing 

The initial part of the KDD process, data cleansing, is to find and correct flaws or 

inconsistencies within the dataset. This stage is essential, as data quality directly affects the 

results of following analysis. Efficient data cleansing guarantees that the data utilised for 

analysis is precise and dependable [27]. This analysis utilises scholarship application data until 

2023. 

b. Data Integration 

Subsequent to data cleansing, data integration entails amalgamating data from many sources to 

form a cohesive dataset. This stage is essential in KDD since it facilitates a more thorough 

analysis by utilising varied datasets. Integrating diverse data sources can enhance the analytical 

context, especially in intricate situations like climate data research [28]. 

c. Data Selection 

The procedure for selecting data deemed pertinent to the study in accordance with the 

regulations of the Ministry [29]. 

d. Data Transformation 

The data transformation process is defined as the process of changing data into a form that is 

appropriate to the form required by the mining procedure [30]. 

e. Data Mining 

The extraction of knowledge through the application of specific algorithms, methods, and 

techniques [31]. Data processing will be conducted in this study using the K-Means and K-

Nearest Neighbor methods to identify prospective patterns that generate valuable data. 

1. K-Means 

Step 1. Get the data sampling ready 

This phase is essential, as the quality and pertinence of the data directly affect the 

clustering outcomes. K-means clustering was utilised to classify courses according 

to student enrolment, highlighting the significance of meticulously collected data 

for efficient clustering [32]. 

Step 2. Ascertain how many clusters there are 

Subsequently, ascertaining the quantity of clusters is a crucial step in the K-means 

procedure. Multiple techniques are available to determine the ideal number of 

clusters (k). Assessment of various indices for identifying the number of clusters, 

providing significant insights into the selection procedure [33]. 

Step 3. Find the centre point or centroid value 

After establishing the number of clusters, the subsequent step is to identify the 

initial centroids or cluster centres. The choice of centroids profoundly influences 

convergence and the ultimate clustering outcomes [34]. 

Step 4. Determine each centroid distance 

Subsequent to centroid initialisation, the algorithm computes the distance from 

each data point to the centroids. The predominant metric employed is the 

Euclidean distance, which measures the similarity between data points and 

centroids. This phase is essential as it determines the allocation of data points to 

clusters [35]. 

Step 5. Use the shortest distance to group data 

Finally, data points are categorised according to their proximity to the centroids, 

resulting in the establishment of clusters. This process is iterative, since the 
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algorithm adjusts the centroids according to the current cluster assignments until 

convergence is reached [36], [37]. 

 

2. K-Nearest Neighbor 

K-Nearest Neighbour (K-NN) is a straightforward yet efficient classification technique 

employed in numerous machine learning and data processing applications. It functions on 

the premise that analogous objects are likely to be situated near one another in feature 

space. This is a comprehensive elucidation of the phases of the K-NN algorithm: 

Step 1. Prepare the Data to be Classified 

The initial phase entails the preparation of the dataset designated for classification. 

This entails choosing pertinent features and verifying that the data is sanitised and 

appropriately prepared for analysis. The quality of the data profoundly affects the 

efficacy of the K-NN algorithm, as it depends on the proximity of data points 

within the feature space [38], [39]. 

Step 2. Determine the Number of Nearest Neighbors (k) 

The subsequent step is to specify the parameter (k), which denotes the quantity of 

nearest neighbours to be taken into account during classification. The selection of 

(k) is essential; a diminutive (k) can result in susceptibility to noise, whilst an 

excessive (k) may obscure the differences between classes [40], [41]. To determine 

the value of (𝑘) in the K-Nearest Neighbours algorithm, a straightforward and 

commonly used method is as follows [42]: 

𝑘 = √𝑛         (1) 

Description: 

𝑛 =  The total number of data in the dataset. 

Step 3. Calculate Distance with Euclidean Distance 

After the data is produced and (k) is established, the method computes the distance 

between the new data point and every point in the training dataset. The Euclidean 

distance is the predominant metric utilized for this purpose, although alternative 

metrics such as Manhattan distance may also be employed depending on the 

context [43], [44]. Utilise the Euclidean distance formula to compute the distance 

as outlined below [42]: 

𝑑𝑖𝑗 = √(𝑥1𝑗 − 𝑥1𝑗)
2 + (𝑥2𝑗 − 𝑥2𝑗)

2 +⋯+ (𝑥𝑘𝑖 − 𝑥𝑘𝑗)
2   (2) 

Description: 

𝑑𝑖𝑗 =  Distance from data point i to cluster centroid j 

𝑥𝑘𝑗 =  Data from i to k data attribute 

𝑥𝑘𝑗 = Data from j to k data attribute 

Step 4. Sort the Distance Calculation Results 

Subsequent to computing the distances, the following step is to arrange these 

distances in ascending order. This sorting enables the program to determine which 

data points are nearest to the new instance requiring classification [45]. 

Step 5. Take the Value of the Nearest Neighbor 

The method finds the k nearest neighbours from the ordered list of distances. This 

decision is predicated on the minimal distance values, which denote the nearest 

data points to the new instance [46]. 

Step 6. Perform New Object Classification 

Finally, the method categorises the new data point according to the predominant 

class among the (k) nearest neighbours. This majority voting process is a 

straightforward and efficient method for ascertaining the class label of a new 

instance, as it utilises the pooled expertise of the nearest neighbours [47]. 

f. Knowledge Presentation 

The concluding phase of the KDD process is knowledge presentation, which entails exhibiting 

the outcomes of the data mining process in a comprehensible and practical format for users. 

This step is crucial as it dictates the efficacy of communicating insights derived from the data to 
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stakeholders. Proficient knowledge dissemination is essential for facilitating informed decision-

making grounded in analysis [48]. 

 

4 Results and Analysis 

The objective of this investigation is to ascertain the likelihood of potential scholarship recipients 

by employing the K-Means and K-Nearest Neighbors algorithms. The findings of this investigation 

are anticipated to assist educators in obtaining predictions during the selection process. In this section, 

researchers employ data from scholarship applicants who will be awarded scholarships in 2023. 

Knowledge Discovery in Database (KDD) will be implemented to evaluate the data. The K-Means 

process and the K-Nearest Neighbors algorithm will be implemented in the subsequent stage after the 

data is prepared for data mining. Table 1 shows data that has gone through the KDD process up to the 

data transformation stage, as follows: 

 

Table 1. Data set (transformation process) 

Initials DTKS P3KE KIP … 

Father's & 

Mother's 

Income 

Home 

Ownership 

P-1 100 75 0 … 100 100 

P-2 100 0 0 … 80 20 

… … … … … … … 

P-1256 0 100 0 … 100 80 

P-1257 100 100 0 … 100 100 

 

To reduce data into groups or clusters of all data, the initial mining procedure implements the k-

means algorithm. 

Step 1. Determine the number of clusters in the dataset, which is three. 

Step 2. Determine the center value (centroid) using the elbow method.  

 
Figure 1. Results of the elbow method in python 

 

Figure 1 of the graph indicates that the elbow occurs at k = 3. The ideal decision is three 

clusters, as indicated by the elbow graph, derived from selecting three random data points 

from the existing dataset. Table 2 presents the randomly assigned centroid values. 

 

Table 2. Initial centroid value 

Initials DTKS P3KE KIP … 
Father's & 

Mother's Income 

Home 

Ownership 
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C1 100 50 0 … 100 100 

C2 0 100 0 … 80 20 

C3 0 62,5 0 … 100 100 

Step 3. Determine the object's Euclidean distance from the centroid. 

C (1) = √

(𝑎1 − 𝑐1)
2 + (𝑏1 − 𝑐1)

2 + (𝑐1 − 𝑐1)
2

+(𝑑1 − 𝑐1)
2 + (𝑒1 − 𝑐1)

2 + (𝑓1 − 𝑐1)
2

(𝑔1 − 𝑐1)
2 + (ℎ1 − 𝑐1)

2 + (𝑖1 − 𝑐1)
2 +

(𝑗1 − 𝑐1)
2 + (𝑘1 − 𝑐1)

2

 

= 

√
  
  
  
  
  
  
 (100 − 100)2 + (75 − 50)2 + 

(0 − 0)2 + (0 − 0)2 +

(50 − 50)2 + (33,3 − 33,3)2 +

(100 − 50)2 + (100 − 33,3)2 +

(20 − 10)2 + (100 − 100)2 +

(100 − 100)2

 

= 87,58 

C (2) = √

(𝑎1 − 𝑐2)
2 + (𝑏1 − 𝑐2)

2 + (𝑐1 − 𝑐2)
2

+(𝑑1 − 𝑐2)
2 + (𝑒1 − 𝑐2)

2 + (𝑓1 − 𝑐2)
2

+(𝑔1 − 𝑐2)
2  + (ℎ1 − 𝑐2)

2  + (𝑖1 − 𝑐2)
2

+(𝑗1 − 𝑐2)
2  + (𝑘1 − 𝑐2)

2

 

= 

√
  
  
  
  
  
  
 (100 − 0)2 + (75 − 100)2 + 

(0 − 0)2 + (0 − 0)2 +

(50 − 75)2 + (33,3 − 33,3)2 +

(100 − 100)2 + (100 − 33,3)2 +

(20 − 40)2 + (100 − 80)2 +

(100 − 20)2

 

= 151,31 

C (3) = √

(𝑎1 − 𝑐3)
2 + (𝑏1 − 𝑐3)

2 + (𝑐1 − 𝑐3)
2

+(𝑑1 − 𝑐3)
2 + (𝑒1 − 𝑐3)

2 + (𝑓1 − 𝑐3)
2

+(𝑔1 − 𝑐3)
2  + (ℎ1 − 𝑐3)

2  + (𝑖1 − 𝑐3)
2

+(𝑗1 − 𝑐3)
2  + (𝑘1 − 𝑐3)

2

 

 

= 

√
  
  
  
  
  
  
 (100 − 0)2 + (75 − 62,5)2 + 

(0 − 0)2 + (0 − 0)2 +

(50 − 100)2 + (33,3 − 33,3)2 +

(100 − 100)2 + (100 − 33,3)2 +

(20 − 40)2 + (100 − 100)2 +

(100 − 100)2

 

 

= 132,29 

Step 4. Arrange items in order of their distance from the adjacent centroid. 

The following are the results of the data calculation at the centroid center point for each 

existing cluster. 

 

Table 3. First iteration results of centroid calculation for each cluster and the shortest 

distance 

Initials C1 C2 C3 
Shortest 

Distance 

P-1 87,58 151,31 132,29 C1 

P-2 147,99 32,02 105,39 C2 
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… … … … … 

P-1256 129,03 70,89 58,79 C3 

P-1257 80,78 129,61 109,69 C1 

Table 3 displays the results of computing the centroid of each cluster and the shortest distance 

from the data set. The initial computation of the distance between the data and the cluster 

center point yields the findings shown in Table 4. 

 

Table 4. First iteration cluster results 

Cluster Results 

C1 736 

C2 342 

C3 179 

 

Step 5. Repeat steps 3–4 until the centroid is at its most optimal 

Determine the new center point by combining the data from each cluster member. Table 5 

displays the updated center centroid values based on cluster results. 

 

Table 5. New centroid values 

Initials DTKS P3KE KIP … 

Father's & 

Mother's 

Income 

Home 

Ownership 

C1 100 72,57 22,28 … 99,62 98,83 

C2 0,58 80,26 2,05 … 72,05 30,41 

C3 0,56 63,97 1,12 … 90,50 88,38 

 

Then, in the second iteration, calculate the shortest distance of the data and the new centroid 

value with the data set value. And in the second iteration, compute the distance of the data to 

the cluster center point. The iteration procedure is terminated when the centroid value 

obtained from the previous iteration is either equal to the current value or is optimal (i.e., does 

not change). This technique concludes at the fifth iteration, yielding the cluster result values 

presented in Table 6 below: 

 

Table 6. Fifth iteration cluster results 

Cluster Results 

C1 739 

C2 290 

C3 228 

 

The outcomes of data processing via the k-means algorithm align with the results derived 

from the Python programming language, as illustrated in Figure 2 below, which specifically 

depicts the existence of three clusters (1, 2, and 3), with the quantity of items corresponding to 

the test results. 

 
Figure 2. Results of the fifth iteration cluster in python 

 

The subsequent phase will entail analyzing the first data mining outcomes with the K-Nearest 

Neighbors method to generate a decision tree from the processed data. In the subsequent 

phase, the initial data mining outcomes will be analyzed utilizing the K-Nearest Neighbors 
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(KNN) algorithm to provide predictions depending on the configuration of the processed data. 

The subsequent dataset comprises the data findings from cluster 1, derived using the k-means 

algorithm, as presented in table 7 below: 

Table 7. Dataset derived from K-means outcomes (cluster 1) 

Initials DTKS P3KE KIP … 
Father's & 

Mother's Income 

Home 

Ownership 

P-1 100 75 0 … 100 100 

P-14 100 50 0 … 100 100 

… … … … … … … 

P-1255 100 100 100 … 100 100 

P-1257 100 100 0 … 100 100 

 

Step 1. Determine the parameter K (the number of closest neighbors). 

To ascertain the value of k, a basic principle is to select k as the square root of the data 

quantity utilizing formula (1). 

𝑘 =  √𝑛 

𝑘 =  √739 

𝑘 =  27.18 = 𝟐𝟕 

To determine the appropriate k value, a model performance evaluation will be conducted 

using cross-validation based on the dataset. The cross-validation procedure will involve 

testing several k values (27, 31, 35, 41, 45, …, 185) to determine the optimal k performance. 

The value k = 155 derived from the conducted tests will be utilized as the current value of k, 

given that the university quota is about 150 recipients. 

Step 2. Calculate the square of the Euclidean distance of each object to the given sample data using 

the equation. 

C (1) = √

(𝑎1 − 𝑐1)
2 + (𝑏1 − 𝑐1)

2 + (𝑐1 − 𝑐1)
2

+(𝑑1 − 𝑐1)
2 + (𝑒1 − 𝑐1)

2 + (𝑓1 − 𝑐1)
2

(𝑔1 − 𝑐1)
2 + (ℎ1 − 𝑐1)

2 + (𝑖1 − 𝑐1)
2 +

(𝑗1 − 𝑐1)
2 + (𝑘1 − 𝑐1)

2

 

 

= 

√
  
  
  
  
  
  
 (100 − 100)2 + (75 − 100)2 + 

(0 − 100)2 + (0 − 100)2 +

(50 − 100)2 + (33,3 − 100)2 +

(100 − 100)2 + (100 − 100)2 +

(20 − 100)2 + (100 − 100)2 +

(100 − 100)2

 

= 184,31 

C (2) = √

(𝑎1 − 𝑐1)
2 + (𝑏1 − 𝑐1)

2 + (𝑐1 − 𝑐1)
2

+(𝑑1 − 𝑐1)
2 + (𝑒1 − 𝑐1)

2 + (𝑓1 − 𝑐1)
2

(𝑔1 − 𝑐1)
2 + (ℎ1 − 𝑐1)

2 + (𝑖1 − 𝑐1)
2 +

(𝑗1 − 𝑐1)
2 + (𝑘1 − 𝑐1)

2

 

= 

√
  
  
  
  
  
  
 (100 − 100)2 + (50 − 100)2 + 

(100 − 100)2 + (100 − 100)2 +

(100 − 100)2 + (100 − 100)2 +

(100 − 100)2 + (100 − 100)2 +

(40 − 100)2 + (100 − 100)2 +

(100 − 100)2

 

= 78,10 

 

Step 3. Then sort the objects into groups that have the smallest Euclidean distance. 
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Step 4. Determine the closest distance up to size k. 

Step 5. Pair the appropriate classes. 

Step 6. Find the number of classes from the closest neighbors and set that class as the class of data to 

be evaluated. 

Table 8. Performance results of the K-NN model 

Euclidean 

Distance 

Euclidean 

Ranking 
K = 155 

Prediction Data 

Classification 

78,10 1 Y P-4 

154,56 65 Y P-16 

162,91 125 Y P-27 

145,31 35 Y P-40 

143,33 30 Y P-43 

… … … … 

166,17 142 Y P-1171 

162,48 119 Y P-1198 

166,43 144 Y P-1212 

165,29 138 Y P-1236 

152,03 52 Y P-1255 

 

Table 8 displays the results of implementing the K-NN method with a K value of 155. The 

Euclidean Distance value indicates the distance between data points, with ranking defining 

order based on the closest to farthest distance. The choice of K = 155 produces consistent 

categorization results while meeting the university's quota. The outcomes of data processing 

utilizing the K-NN algorithm align with the test findings acquired through the Python 

programming language, as illustrated in Figure 3 below: 

 

 
Figure 3. Performance results of the K-NN model in python 

 

Leave-One-Out Cross Validation (LOOCV) is the assessment technique employed because 

the K-NN algorithm uses all datasets as training data. When the full dataset is utilized as 

training data without any divisions, the LOOCV method is the most accurate way to evaluate. 

In this study, the LOOCV approach is a good choice because the amount of data to be 

processed is not too large. The accuracy findings of the LOOCV technique test are as follows: 
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Figure 4. Evaluation results of K-

Means and K-NN algorithms (1257 

dataset) 

 
Figure 5. Evaluation results of the K-

NN algorithm (1257 dataset) 

 
Figure 6. Evaluation results of K-Means and K-NN algorithm (739 Dataset)  

 

Three distinct tests were performed: First, the K-means and K-NN algorithms were applied. 

Following the completion of the clustering findings, all 1257 data points were processed using the K-

NN algorithm, yielding an accuracy of 93.95% and an assessment completion time of 46 seconds. 

Second. Utilizing a singular K-NN method, all 1257 datasets were processed, yielding an accuracy of 

93.95% and an evaluation completion time of 38 seconds. Third, after completing the clustering 

findings with the K-means and K-NN algorithms, data from cluster 1, comprising 739 entries, were 

processed using the K-NN technique, yielding an accuracy of 89.72% and an evaluation time of 16 

seconds. The conducted tests demonstrate that employing a combination of clustering algorithms (K-

Means) and classification (K-NN) yields favorable evaluation results in data processing, achieving an 

accuracy rate of 89.72% within 16 seconds, as illustrated in Figure 6. This combined engineering 

approach improves data processing reliability in terms of time and accuracy, resulting in better values 

and new knowledge for future choices. 

 

5 Conclusion 
The research findings indicate that employing a combination of the K-Means and K-Nearest 

Neighbors (K-NN) algorithms resulted in a considerable enhancement in data processing performance 

compared to the usage of either technique in isolation. From the 1257 people who underwent 

processing, three groups were formed: Cluster 0 with 739 data, Cluster 1 with 290 data, and Cluster 2 

with 228 data. According to the findings, cluster 0 included 739 high-point-scoring pupils. Examining 

the suitable k numbers 27, 31, 35, 41, 45, and expanding to 185 yielded the optimal value K-155 using 

the K-Nearest Neighbor approach. The K-155 figure was chosen because it corresponded to the 

university's quota, which was 155 people declared competent and eligible based on the specified 
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standards. The trials showed that the combination of the K-Means and K-NN algorithms was effective 

in selecting candidates based on the criteria and quotas stated. The combination of the two methods 

yields a respectable accuracy of 89,72% accomplished in 16 seconds. This combo can recognize data 

with excellent accuracy in a fast time while minimizing errors. The combination of the K-Means and 

K-NN algorithms is a more effective and efficient way to enhance classification results than using 

them separately. This study demonstrates the importance of investigating hybrid techniques in order 

to achieve more effective results, and can thus be used as a guideline for future selection. 
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