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Abstract 
Lung cancer remains one of the leading causes of death worldwide, with many sufferers unaware of 

their condition until it is too late for treatment. Therefore, high-accuracy prediction methods are 

urgently needed for early detection of lung cancer. This research uses the Random Forest algorithm, 

known for its excellent performance in medical data classification. In this study, modeling was 

optimized by implementing hyperparameter optimization using Optuna. The results of the generated 

model show an accuracy rate of 98.6%, which is highly significant in the context of early lung cancer 

detection. Additionally, this algorithm demonstrated 100% recall for the positive class and 97% for 

the negative class, indicating that the model is highly effective in identifying patients who truly have 

lung cancer. Another advantage of this model is seen in the AUC (Area Under the Curve) value 

reaching 1, indicating 100% accurate predictions. With these results, this research affirms the 

importance of using the Random Forest algorithm in developing early detection systems for lung 

cancer. This not only can improve treatment success rates but also significantly reduce mortality rates 

from lung cancer. 
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1 Introduction 

Lung cancer is one of the most common and deadly cancers in the world, with the incidence 

increasing every year. As per the 2020 Global Cancer Burden statistics, roughly 2.21 million fresh 

lung cancer diagnoses occurred, resulting in 1.80 million deaths. In Indonesia, lung cancer ranks third 

after breast and cervical cancer, with the number of cases reaching 34,783 or 8.8% of the total 

396,914 diagnosed cancer cases. This high mortality rate is largely due to late diagnosis, with around 

70% of cases only detected at an advanced stage when treatment is already ineffective [1]. 

The development of machine learning technology in recent years has opened up new 

opportunities to improve the accuracy and speed of lung cancer diagnosis. Random Forest algorithm, 

as one of the powerful machine learning methods, has shown promising potential in various medical 

classification cases. It has the advantage of handling complex datasets and can provide accurate 

classification results. However, the performance of Random Forest is highly dependent on proper 

hyperparameter settings. Manual optimization of hyperparameters often takes a long time and does 

not always result in an optimal configuration [2]. 

Optuna is a relatively new hyperparameter optimization framework with three main advantages 

in model selection or hyperparameter determination. First, Optuna offers a define-by-run style API, 

which allows users to dynamically define the hyperparameter search space, providing flexibility in 

experiment setup. Second, the efficient pruning and sampling mechanisms, including efficient search 

and performance estimation, utilize cost-effective optimization methods such as Covariance Matrix 

Adaptation Evolution Strategy (CMA-ES) and Tree-structured Parzen Estimator (TPE) and enable 

customizable sampling procedures. In addition, Optuna's pruning mechanism involves periodically 

monitoring the interim objective value and stopping the experiment when certain conditions are not 

met, thus keeping the focus on the relevant target. Finally, ease of setup is one of Optuna's significant 

advantages. It can be easily configured for both lightweight experiments and heavy distributed 
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computing in a versatile architecture, making it suitable for various types of experiments, ranging 

from small research to large-scale applications [3] [4]. 

Based on the background that has been presented, the Random Forest algorithms show great 

potential for improving the accuracy and efficiency of lung cancer diagnosis, particularly when 

optimized with appropriate hyperparameter settings. However, manual optimization presents a 

significant challenge due to its time and resource requirements. The Optuna framework serves as an 

ideal solution for hyperparameter optimization. With its define-by-run capabilities, efficient pruning 

mechanisms, and flexible configuration options, Optuna can significantly enhance Random Forest 

model performance. The implementation of this approach is expected to make substantial 

contributions to medical practice, particularly in improving early lung cancer detection accuracy and 

speed, thereby helping reduce mortality rates associated with late diagnosis. 

 

2 Literature Review 

Previous research Sinaga et al. [5] used a lung cancer dataset taken from the Kaggle website. 

This study compared the performance of the Random Forest algorithm with a combination of the 

Adaboost and Random Forest algorithms in lung cancer classification. The accuracy results from 

combining Adaboost with Random Forest reached 95.4%, superior to the Random Forest algorithm 

which only achieved 93.2% accuracy. 

Previous research  Sitanggang and Sitompul [6] discussed the application of the Random Forest 

algorithm to the classification of heart failure. This research uses the Hyperparameter Tuning 

approach with the Grid Search method to optimize model performance. The results showed that the 

Random Forest algorithm optimized with Grid Search was able to achieve an accuracy of 85%. The 

use of Hyperparameter Tuning is proven to improve model performance, making it more effective in 

detecting heart failure in patients early. 

Previous research Juliani and Soleh [7] addressed the topic of lung cancer classification using the 

Naïve Bayes algorithm combined with a chatbot system based on lung cancer datasets. This study 

proved that the Naïve Bayes algorithm can record a peak accuracy rate of 81%. The combination of 

the algorithm with the chatbot system is expected to help in providing early information related to 

lung cancer detection effectively. 

Previous research Sari et al. [8] discussed lung cancer prediction analysis using the Random 

Forest algorithm optimized with K-fold cross-validation. This study uses a lung cancer dataset as the 

object of study. The results showed that the Random Forest algorithm optimized with K-fold cross-

validation was able to produce an accuracy of 98.4%, higher than the Naïve Bayes algorithm. This 

finding confirms the superiority of Random Forest in handling lung cancer datasets for prediction and 

classification purposes. 

Previous research Hanifi et al. [9] analyzed the effectiveness of various hyperparameter 

optimization techniques on machine learning models. This research compares the performance of 

models with default parameters and models that have been optimized. The results showed a 

significant increase in accuracy in models using hyperparameter optimization compared to models 

using default parameters. The hyperparameter optimization process proved to be an influential factor 

in improving the performance of the classification model. 

Previous research Sipper [10] used 250 datasets covering regression and classification cases. This 

research compares the Optuna optimization method with Random Search and Grid Search in 

hyperparameter tuning. The results showed that Optuna, which uses Bayesian optimization, is 

superior to Random Search in improving model performance. Although this research succeeded in 

proving the superiority of Optuna, the focus of the experiment is still limited to general datasets and 

has not covered specific cases such as specific disease classification. 

Based on the literature review described, there is a significant research gap in the optimization of 

machine-learning models for lung cancer classification. Although previous studies have shown the 

potential for performance improvement through hyperparameter optimization, there is no research that 

specifically uses Optuna to optimize Random Forest in the context of lung cancer classification. 

Therefore, this research will focus on the implementation of Random Forest with Optuna optimization 

to improve the accuracy and efficiency of lung cancer classification models. 
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3 Research Method 

The research stages conducted in this study are presented in Figure 1. The process consists of 

several steps, which start from data collection to model evaluation. Each stage is further explained to 

provide a comprehensive view of the research process. 

 

 
Figure 1. Stages of research 

3.1 Collect Data 
The data used is a dataset on lung cancer obtained from www.kaggle.com. This data set has a 

CSV format consisting of 16 features and 309 rows. Where columns describe variables and rows 

indicate the number of respondents. For more details, an example of the data is shown in Table 1, 

while an explanation of each column can be found in Table 2. 

Tabel 1. Lung cancer dataset 

No GENDER AGE SMOKING … SWALLOWING 

DIFFICULTY 

LUNG_CANCER  

1 M 69 

 

1 … 2 YES  

2 M 74 2 … 2 YES  

3 M 59 1 … 1 YES  

… … … … … … …  

309 M 60 1 … 2 YES  

 

Tabel 2. Feature details of lung cancer dataset 

No Feature Data Type Description 

1 Gender Object Gender (M for male, F for 

female) 

2 Age Integer Age in year 

3 Smoking Integer Smoking status (1: No Smoking, 

2: Smoking) 

4 Yellow_fingers Integer Finger yellowing (1: No, 2: Yes) 

5 Anxiety Integer Anxiety (1: No, 2: Yes) 

6 Peer_pressure Interger Peer pressure (1: No, 2: Yes) 

7 Chronic disease Integer Chronic disease (1: No, 2: Yes) 

8 Fatigue Integer Fatigue (1: No, 2: Yes) 

9 Allergy Integer Allergy (1: No, 2: Yes) 
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No Feature Data Type Description 

10 Wheezing Integer Wheezing (1: No, 2: Yes) 

11 Alcohol 

consuming 

Integer Alcohol consumption (1: No, 2: 

Yes) 

12 Coughing Integer Coughing (1: No, 2: Yes) 

13 Shortness of 

breath 

Integer Shortness of breath (1: No, 2: 

Yes) 

14 Swallowing 

difficulty 

Integer Swallowing difficulty (1: No, 2: 

Yes) 

15 Chest pain Integer Chest pain (1: No, 2: Yes) 

16 Lung_cancer Object Lung cancer diagnosis (YES: 

Positive, NO: Negative) 

3.2 Data Preprocessing 
The data preprocessing stage in this research is to clean the data, preprocess the data encoding 

label, and balance the data. 

a. Data Cleaning 

Data preprocessing includes a crucial stage involving the elimination of duplicate data and 

missing values. This stage encompasses the identification and removal of similar or redundant entries 

within the dataset. Data quality is enhanced through an iterative elimination process, which 

subsequently contributes to improving the developed model's accuracy. This step is essential as 

duplicate data can introduce bias into the analysis results and adversely affect the model's overall 

performance [11]. 

b. Label Encoding Preprocessing 
The Label Encoding process is a technique used to convert categorical variables into numerical 

values, which is necessary because most machine learning algorithms can only work with numerical 

data [12]. In the lung cancer dataset we are discussing, two categorical features need to be encoded so 

that the machine learning model can process them: Gender and lung cancer. 

c. Data Balancing 

ADASYN (Adaptive Synthetic Sampling) can be implemented as an effective oversampling 

technique to address data imbalance issues. This approach aims to balance class distributions in 

datasets by increasing the number of samples in the minority class. ADASYN generates synthetic 

instances based on the local density distribution of individual data points within the minority class. 

The technique adaptively synthesizes more samples for minority instances that are more challenging 

to learn, thereby enabling the model to better comprehend minority class characteristics and enhance 

overall classification accuracy. Empirical research demonstrates that ADASYN implementation can 

significantly improve model performance across diverse scenarios, making it a robust solution for 

machine learning tasks involving imbalanced datasets [13]. 

3.3 Modelling 
This research implements the Random Forest machine learning model for lung cancer 

classification. This model was chosen due to its ability to handle the complexity of medical data. 

After model selection, the Optuna hyperparameter optimization technique is used to improve the 

performance of the Random Forest model. The following is a detailed explanation of the two 

components that are the focus of this research. 

a. Random Forest 
Random Forest is a highly effective statistical learning algorithm for prediction tasks, introduced 

by Breiman in 2001. It works by building many decision trees that are each trained on a random 

subset of the training data, using a technique known as bootstrap aggregating or bagging. Each tree in 

the random forest segments the data based on certain criteria, such as entropy for classification or 

mean squared error for regression. The advantage of Random Forest lies in its ability to reduce 

overfitting that often occurs with a single decision tree, resulting in better prediction accuracy. In 

addition, Random Forest can also handle datasets with many independent variables, even when the 

number of variables exceeds the number of observations [14]. 

The construction of decision trees within the Random Forest algorithm adheres to the principles 

of the Classification and Regression Tree (CART) methodology, with a notable distinction being the 
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omission of the pruning phase in Random Forest. For feature selection at each internal node of the 

decision tree, this algorithm employs the Gini Index calculation as its selection criterion. The Gini 

Index value can be computed using equation (1). 

𝐺𝑖𝑛𝑖(𝑆𝑖) = 1 − 𝛴𝑖=0
𝑐−1 𝑝𝑖

2         (1) 

𝑝𝑖 represents the relative frequency for class 𝐶𝑖 in the data set. The class 𝐶𝑖 is set for each 𝑖 
ranging from 1 to 𝑐 - 1, where 𝑐 denotes the total number of predefined classes. 

The quality is split into subsets 𝑆𝑖 based on 𝑘 features. This is the total samples belonging to 

class 𝐶𝑖, which is then calculated as the sum of the Gini indication considerations of the formed 

subsets. Information can be calculated using equation (2). 

𝐺𝑖𝑛𝑖𝑠𝑝𝑙𝑖𝑡 =  ∑ (
𝑛𝑖

𝑛
) 𝐺𝑖𝑛𝑖(𝑆𝑖)𝑘−1

𝑖=0          (2) 

Gi𝑛𝑖 is the number of samples in the subset 𝑆𝑖. After splitting 𝑛 represents the number of 
samples in the given node. 
b. Optuna 

Optuna is implemented as an optimization framework that applies the Bayesian approach with 

the Tree-structured Parzen Estimator (TPE) algorithm for the hyperparameter optimization process. 

The framework works by analyzing previous evaluation results to determine more potential search 

directions in hyperparameter space. This method allows Optuna to identify the optimal 

hyperparameter configuration more effectively and efficiently compared to the use of conventional 

grid search methods [15]. 

3.4 Confusion Matrix 
Confusion Matrix is a tabular evaluation tool that serves to evaluate the accuracy and 

performance of classification algorithms, both in the context of classification and prediction of 

attributes from test data. This evaluation technique is specifically designed to measure the 

effectiveness of machine learning models in solving classification problems. This matrix consists of 

four main assessment components, namely True Positive (TP), True Negative (TN), False Positive 

(FP), and False Negative (FN), each of which represents the model's prediction results against actual 

data. The assumptions in the Confusion Matrix are shown in Table 3. 

Tabel 3. Assumptions in confusion matrix 

Prediction 

Class 

Actual Class  

Positi Negatif  

Positif TP FP  

Negatif FN TN  

True Positive (TP) represents instances where both the predicted and actual values are positive. 

False Negative (FN) indicates cases where the model predicts a negative outcome despite a positive 

actual value. False Positive (FP) occurs when the model predicts a positive outcome while the actual 

value is negative. Several key metrics are employed in model performance evaluation: accuracy 

measures the overall prediction correctness, recall quantifies the model's ability to identify positive 

cases, and precision assesses the accuracy of positive predictions. The formulae for calculating recall, 

precision, accuracy, and F1-Score are presented in Table 4. 

Tabel 4. Model performance evaluation formula 

Performance 

Matrix 

Formula 

Recall 𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

Precision 𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

Accuracy 𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝑇𝑁
 

F1-Score 𝑇𝑃

𝑇𝑃 + 𝐹𝑁
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Accuracy represents the ratio of correct predictions to total observations in the dataset. Recall 

quantifies the proportion of correctly identified positive cases among all actual positive instances. 

Precision measures the ratio of correct positive predictions to all positive predictions made by the 

model. The Area Under the Curve (AUC) serves as an additional performance metric, indicating the 

model's discriminative ability between categories. A higher AUC value demonstrates the model's 

enhanced effectiveness in distinguishing between different types of conditions, and the higher the 

number of correct predictions, the higher the number of correct predictions. 

4 Results and Analysis 

In the initial step following data acquisition, preprocessing procedures are implemented. The 

graph presented in Figure 2 illustrates the changes in class distribution within the dataset across three 

main data processing phases: before processing, after missing value removal, and after duplicate data 

cleanup. The class distribution remains unchanged following the removal of missing values, 

indicating that all entries in the dataset contain complete target variables. After duplicate data cleanup, 

numerical changes occur, with the negative class decreasing from 270 to 238, while the positive class 

reduces from 39 to 38. This indicates the successful removal of similar entries, which is essential to 

ensure the model is not trained using redundant or unrepresentative data. 

 
Figure 2. Plot of dataset changes before preprocessing, after missing value removal, and after 

duplicate data removal. 

 

The next step is label encoding and oversampling using ADASYN. The results of the ADASYN 

process are presented in Figure 3. 

 
Figure 3. Plot of dataset changes before and after ADASYN. 

 

The next step is to construct the data. In this step, the data is divided into two parts, namely train 

data and test data. The train data is used to build the model, while the test data serves to test the model 

that has been made while evaluating its performance. The division ratio used is 70% for train data and 
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30% for test data, which is a common approach, especially for small datasets. This resulted in 338 

train data and 145 test data, as shown in Figure 4. 

 
Figure 4. Training and Testing Data Distribution 

 

Tabel 5. Random forest algorithm testing results 

Class Precision Recall F1-Score 

0 0.97 0.93 0.95 

1 0.93 0.97 0.95 

Accuracy   0.95 

According to Table 5, the Random Forest algorithm used in this study produces quite good 

performance with accuracy reaching 0.95, with balanced performance between the two classes. Class 

0 has a higher precision (0.97) but a lower recall (0.93), while Class 1 is the opposite with a precision 

of 0.93 and recall of 0.97. The F1-Score is consistently 0.95 for both classes, showing a good balance 

between precision and recall. Although these results show good performance, there is still room for 

improvement through hyperparameter optimization using Optuna. 

The trial process in hyperparameter optimization using Optuna aims to identify the 

hyperparameter combination that produces the best performance for the Random Forest model. 

Tabel 6. Hyperparameter search space and best configuration 

Hyperparameter Search Space Best Configuration 

n_estimators 10, 200, log=True 19 

max_depth 2, 32 23 

min_samples_split 2, 10 6 

min_samples_leaf 1, 10 6 

Table 6 details the hyperparameter search space and the optimal configuration used to train the 

Random Forest model. This configuration played a critical role in achieving optimal performance, as 

demonstrated by the evaluation results in Table 7 and further supported by the confusion matrix and 

ROC graphs shown in Figures 5 and 6. 

Tabel 7. Results of random forest model evaluation and optuna optimization 

Class Precision Recall F1-Score 

0 1.00 0.97 0.99 

1 0.97 1.00 0.99 

Accuracy   0.9862 

Based on the evaluation results of the Random Forest model optimized using Optuna, the model 

demonstrates excellent performance in lung cancer classification. The achieved accuracy of 98.62% 

indicates that the model is highly effective in predicting both classes. A precision of 100% for the 

negative class shows the absence of false positives in that class. Meanwhile, a recall of 100% for the 

positive class confirms that the model correctly identifies all instances of the positive class. An 

average F1-Score of 99% combines the model's precision and sensitivity, indicating that the model is 

well-balanced in terms of precision and recall. 
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Figure 5. Confusion matrix 

 
Figure 6. Plot ROC 

Overall, these results show that this Random Forest model optimized with Optuna 

hyperparameters is well suited for the lung cancer classification task, with a good balance between 

precision, recall, and accuracy, and a strong ability to generalize performance to new data. 

 

5 Conclusion 

This study utilized the Survey Lung Cancer dataset. The performance of the Random Forest 

algorithm was evaluated by applying hyperparameter optimization using Optuna. The optimized 

model demonstrated superior performance compared to the non-optimized Random Forest model, as 

reflected in higher scores across metrics such as Accuracy, Recall, Precision, and AUC. The 

optimized Random Forest algorithm achieved an Accuracy of 98.6%, significantly surpassing the 

non-optimized version. Notably, it recorded a Recall of 100% for the positive class and 97% for the 

negative class, delivering perfect predictions as evidenced by an AUC value of 1. These findings 

highlight the importance of employing optimized Random Forest algorithms in developing early 

detection systems for lung cancer. Such advancements can not only improve treatment success rates 

but also significantly reduce lung cancer-related mortality rates. 
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