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Abstract 
Work safety in the construction environment is highly dependent on the correct use of personal 

protective equipment (PPE). This study aims to develop an automatic PPE detection system using a 

YOLO-based deep learning model to improve supervision and compliance with PPE use in the field. 

Two variants of the YOLO model, namely YOLOv10 and YOLOv11, were tested and their 

performance was compared through a fine-tuning process using custom dataset consisting of 16,568 

annotated images of construction workers wearing various types of PPE. The model was evaluated 

using precision, recall, and mAP50. The results showed that the YOLOv11s model performed the best 

with with an mAP50 of 0.718 and a precision score of 0.804, indicating good detection and 

classification ability. This model is able to detect various types of PPE effectively, so it can be used as 

a tool in real-time occupational safety monitoring. This study proves that the application of YOLO-

based deep learning technology can be an effective solution to improve compliance with PPE use and 

reduce the risk of work accidents in the construction sector. The implications of this study open up 

opportunities for the development of more sophisticated and adaptive automatic monitoring systems 

in the future such as deploying the model on edge devices for real-time inference and expanding 

detection capabilities to include additional safety violations such as the absence of safety harnesses or 

proximity to hazardous zones. 
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1 Introduction 

Work safety in the construction industry is the foundation and main priority in determining the 

success and sustainability of projects. This is caused by the construction work environment which is 

complex and full of potential dangers. Workers in this sector are faced with various risks that threaten 

their safety. These risks include the use of sharp equipment such as saws, knives, and other cutting 

tools that can cause serious injuries[1], [2]. In addition, there are heavy machines such as cranes and 

excavators where small errors can be fatal, both for operators and workers around them. The threat of 

falling objects such as building materials or work tools can also be a cause of accidents at construction 

sites. Therefore, the use of Personal Protective Equipment (PPE) is very crucial for construction 

workers. PPE such as helmets, safety shoes, and protective glasses are designed to provide extra 

protection to workers from various potential hazards. Proper and consistent use of PPE can 

significantly reduce the risk of accidents and injuries in the workplace. 

Although various safety regulations have been implemented and various types of PPE are 

available, ensuring that PPE is used correctly and consistently on construction sites remains a 

significant challenge. This challenge arises due to several factors, one of which is that the safety 

monitoring process, such as the use of PPE, is still carried out manually. This conventional method 

certainly requires a lot of labor to supervise and ensure that each worker complies with the established 

safety protocols. In addition, this method is inadequate to handle large-scale construction operations, 

where the number of workers and the complexity of the project increase significantly, as well as the 

wide area coverage and various activities that take place simultaneously. This can cause safety aspects 

to be neglected, thereby increasing the risk of workplace accidents and injuries. Therefore, 

technological innovation is needed to monitor compliance with safety standards, so that challenges in 
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ensuring workers use consistent and correct PPE can be overcome and a safe work environment 

created. 

The development of technology in the field of computer vision has made rapid progress in recent 

years. This is driven by significant advances in deep learning and the availability of large data sets 

and powerful computing resources. One of the key elements in this progress is the development of the 

Convolutional Neural Network (CNN) model which revolutionizes the way computers process and 

understand visual information. In computer vision, object recognition and detection in visual data, 

such as images and videos, is a fundamental task that has been applied in various industries. CNN-

based object detection allows computers to interpret and understand visual information more 

accurately and efficiently. This approach can be used to detect PPE use in real-time and automatically 

and provide a reliable solution to ensure consistent use of work safety protocols on construction sites. 

The system can be trained using CNN to recognize various types of PPE with a relatively high level 

of accuracy. Apart from that, this system can also be developed by integrating it into surveillance 

cameras or drones to monitor the construction work environment in a wider and more detailed 

manner. Thus, reducing dependence on manual supervision which is susceptible to human error. 

The implementation of deep learning with the CNN model approach to detect the completeness 

of PPE has been widely carried out in previous studies. Most previous studies focus on building a 

CNN model to detect one PPE tool, for example a safety helmet [3], [4] and gloves[5], [6]. This is 

certainly not effective when applied to real situations where many types of PPE must be recognized 

simultaneously. Several other studies have built CNN models to detect several PPE tools, but the 

number of tools detected is still limited to certain body parts such as head safety[7]. However, this 

approach does not have comprehensive results to be applied to the real context of the construction 

industry. The construction environment has a high risk of work accidents. Therefore, occupational 

safety and health regulations require the use of various types of PPE simultaneously, such as safety 

helmets, safety vests and safety gloves. If the system only detects one type of PPE, for example a 

helmet, then violations of the obligation to use other PPE may not be detected, even though the risk 

remains high. In other words, the system does not reflect the completeness of PPE as a whole, which 

is an important requirement in work safety standards in the field. Therefore, it is necessary to develop 

a deep learning model for multi-PPE detection. 

Based on the problems and limitations of previous research discussed above, in this research a 

deep learning model will be built to detect PPE in construction areas using a CNN architecture. In this 

research, the CNN model will be trained using a fine-tuning approach by comparing two types of 

architecture, namely YOLOv10 and YOLOv11, to detect several PPE that are commonly used by 

construction workers, including safety helmets, gloves and vests. 

 

2 Literature Review 

This study aims to detect the use of Personal Protective Equipment (PPE) in construction areas 

using the Convolutional Neural Network (CNN) model. This section will discuss previous studies that 

are relevant to object detection, especially PPE using a deep learning approach. Where the focus is the 

implementation of CNN model in the context of work safety. 

Many studies related to computer vision in detecting PPE by implementing CNN architecture 

have been conducted previously. Most of the studies focus on detecting one of the PPE, especially 

safety helmets, in industrial and construction areas. The study conducted by [8] implemented CNN 

with the YOLOv3 model transfer learning approach in detecting safety helmets with the aim of 

improving supervision of their use. However, the accuracy level obtained was still below 90%.  With 

this level of accuracy for one type of PPE indicates that the system is not yet robust enough even for 

one element, especially if extended to multi-class or multi-label detection. This indicates limitations in 

the generalization of the model. Other studies used other versions of YOLO in detecting safety 

helmets, namely YOLOv4 [9], YOLOv5 [10], [11], and YOLOv7 [12], with an increase in the level of 

accuracy in the evaluation results. Meanwhile, [11]conducted fine tuning modeling of YOLOv5 by 

adding architectural blocks for the attention model that separates foreground and background to 

improve detection accuracy. In addition, other study [4] conducted a comparative analysis using the 

YOLOv5, YOLOv6, and YOLOv7 models in carrying out safety helmet detection tasks. 
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Furthermore, other studies focus on deep learning modeling for other PPE detection, namely 

glove usage detection. [13]conducted research to recognize PPE gloves using an object recognition 

approach. In this study, there are several pre-trained CNN models used to classify workers using or 

not using gloves, including VGG-19 and ResNet50. Other related study [6] adapted the YOLOv4 

model to detect glove usage, especially for workers in the laboratory. While the research conducted by 

[5] developed a damage detection system for gloves being used by workers using a fine-tuning 

approach on the YOLOv5 model. These previous studies show that the system developed only focuses 

on building a CNN model to detect one piece of PPE, which is certainly not effective in ensuring the 

complete use of PPE in complex environments such as industrial and construction areas, so further 

research needs to be carried out to detect the completeness of various types of PPE. 

Research in detecting more than one type of PPE has also been done a lot before. Some of them 

[7], [14] build a system that can detect the completeness of PPE that focuses on head safety 

equipment, such as helmets and masks. Study proposed by [14] built system based on image 

processing and object recognition using CNN architecture to detect and monitor worker discipline in 

using PPE on the head, while [7] conducts similar research but already uses the CNN object detection 

approach with the YOLOv5 model so that it can detect several PPE tools on the head simultaneously 

and in real-time. Meanwhile, another study [3] develops a safety helmet and vest detection system in 

the construction, mining, and law enforcement areas. This study implements the object detection 

approach with the YOLOv8 model in the developed detection system. Other studies have created a 

system for detecting multiple PPE with the CNN deep learning approach, but there are still few 

studies that focus more on PPE detection systems on construction sites. Most of the previous studies 

that are currently developing PPE detection systems in the health sector[15], [16], [17], especially to 

prevent the spread of COVID-19 or similar viruses. Research conducted by [18] builds a detection 

system for the completeness of PPE use in heavy equipment workshops. However, in this study, 

images were inputted via webcam, which has limitations in overall and complex vision. Meanwhile, 

other research developed detection of complete use of PPE among workers in the oil and gas industry 

[19] and the firefighting sector [20]. 

In conclusion, based on the literacy studies carried out, there are still several limitations that 

previous studies have. Most previous studies are still limited to the detection system of one type of 

PPE such as safety helmet or safety gloves. Several other studies focused on creating a system for 

detecting PPE use on the head. Other studies that have built a complete or multi-PPE detection system 

are still focused on sectors other than construction, such as the oil and gas, mining, firefighting and 

health sectors. In addition, a computer vision-based approach by implementing the YOLO model 

offers the potential to build an efficient real-time detection system. This research will explore its 

application in the context of accurate and efficient PPE detection to improve work safety in 

construction areas. 

 

3 Research Method 

The main process carried out in this study can be seen in Figure 1. The first stage carried out is 

data collection. The data that has been collected is then annotated and labeled, then divided into three 

parts, namely training data, evaluation, and testing. Next, a model training process was carried out 

using a fine-tuning approach using two versions of You Only Look Once (YOLO) models which are 

YOLOv10 and YOLOv11, then ended with model evaluation. 
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Figure 1. Stages of research process 

3.1 Dataset Collection 

In this initial stage, data is collected from two main sources to build a comprehensive and 

representative dataset. First, data is obtained from videos accessed through social media platforms. 

These videos are selected based on their relevance to the research object, namely personal protective 

equipment (PPE). The process of retrieving data from social media videos involves extracting image 

frames containing PPE, so that they can be used as sample images for model training. Second, data 

from open source sources from kaggle that are already available is also utilized. These open source 

dataset usually already have good annotations and quality, so they can enrich data variations and 

improve the generalization ability of the model. The datasets from these two sources are then 

combined into one complete dataset. The amount of data collected at this stage is 4142 images that 

have been separated from the video. To be relevant and of high quality, the selected videos follow the 

following criteria: 

a) The videos clearly show construction activities or work environments. 

b) The videos show workers with or without PPE, to allow classification of PPE completeness. 

c) The resolution must be at least 720p so that objects such as helmets, vests, and safety shoes can 

be visually recognized. 

d) Videos have various camera angles (top view, frontal, side) and natural or artificial lighting are 

prioritized to increase data diversity. 

e) The videos must be at least 10 seconds long so that enough frames can be captured. 

After the videos are collected, the frame extraction process is carried out using video processing 

tools, which is OpenCV. Frames are extracted at intervals of every 0.5 seconds or 2 fps, to avoid 

taking consecutive frames that are too similar or redundant. After extraction, a manual frame 

selection process is carried out by considering the clarity of the main object to be detected, the 

diversity of contexts, and class distribution. 

 

3.2 Dataset Annotation and Collection 

At this stage, the dataset obtained from a collection of various videos on social media is further 

processed by annotating and labeling using the Roboflow tool. The annotation process is carried out 

frame-by-frame, namely each image frame extracted from the video is annotated by creating a 

bounding box around the detected personal protective equipment (PPE) object. Each bounding box is 

then labeled according to the type of PPE, such as Glove, Helmet, No Helmet and Vest. With 

thorough and consistent annotations, models can learn to recognize and differentiate between different 

types of PPE with greater accuracy during the training process. The annotation and labeling process is 

carried out by one annotator with a basic understanding of personal protective equipment 
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classification. To ensure label accuracy and consistency, all annotation results are then validated by an 

expert who has expertise in Occupational Safety and Health (OHS). This validation includes 

reviewing the bounding box and the suitability of the object class to the context of PPE use in the 

construction field. 

  

3.3 Data Augmentation 

After the data is labeled accordingly, the annotated image data is further processed to be ready 

for use in model training. One of the important processes in this stage is image augmentation. 

Augmentation aims to increase the variety of data by modifying the original image without changing 

its label [21], so that the model can learn from a wider range of conditions and variations. Some of the 

augmentation techniques used in this study are image rotation with a certain image angle, horizontal 

and vertical flip, and changes in brightness and contrast in the image. By performing data 

augmentation, deep learning models such as YOLOv10 and YOLOv11 can become more robust and 

resistant to real variations in the field, such as different viewing angles, changing lighting, or varying 

object positions. Image rotation is performed randomly with a rotation angle between -15 to +15 

degrees. This limit is chosen to keep the object structure realistic and recognizable by the model, 

considering that extreme rotation can cause shape distortion that is not representative of the actual 

conditions. Furthermore, the image is flipped horizontally and vertically with a probability of 0.5 

each. This augmentation helps the model learn to recognize objects even when they appear in different 

orientations. Additionally, lighting level adjustments were applied to strengthen the model against 

lighting variations common in open fields. The brightness and contrast of the image are changed 

randomly within a range of ±20% of the original value. In addition, the amount of data after the 

augmentation process is 16,568 images. 

 

3.4 Data Splitting 

After the data has been processed and annotated, the dataset is then divided into three main 

parts with the following proportions: 

a) Training Data (80%): The largest part of this dataset is used to train the model. This training 

data functions so that the model can learn to recognize patterns and features of various types 

of personal protective equipment (PPE). 

b) Validation Data (15%): This data division is used during the training process to monitor 

model performance periodically. With this data, hyperparameter adjustments and overfitting 

prevention are carried out so that the model not only memorizes the training data, but is also 

able to generalize to new data. 

c) Test Data (5%): This data is used to test the final performance of the model after the training 

process is complete. This data is not used during training so that it can provide an objective 

picture of the model's ability to detect PPE on new data that has never been seen before. 

The aim of dividing the data in this proportion is to ensure the model gets enough data to learn, as 

well as being tested and validated effectively so that PPE detection results are accurate and reliable. 

 

3.5 YOLO Fine-Tuning 

Fine tuning is a deep learning model training technique where a pre-trained model is used as a 

starting point, then retrained (tuned) on a new dataset specific to a particular task [22]. This approach 

is very effective in saving training time and improving model performance, especially when the new 

dataset is relatively small or similar to the dataset the pre-trained model was originally trained on. The 

fine-tuning technique used in this study is transfer learning. This technique is part of transfer learning, 

which utilizes knowledge that has been learned by previous models for new tasks [23]. The pre-

trained model's weights are adjusted (retrained) with new data so that the model can recognize 

specific objects or patterns in the research dataset. In this study, personal protective equipment 

detection uses You Only Look Once (YOLO) models, which are YOLOv10 and YOLOv11 models. 

Fine tuning allows models that have been trained on general datasets to recognize PPE objects 

specifically. This process involves adjusting the model's weights so that it can optimally detect glove, 

helmet, no helmet, and vest classes according to the characteristics of the data collected from social 

media videos and open source datasets. 
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In the fine-tuning process, all weights of the model are unfrozen so that they can be updated 

during training. This means that no layers are frozen; all layers of the model are retrained to adjust to 

the distribution and unique features of the APD dataset used. This approach was chosen because the 

baseline models, YOLOv10 and YOLOv11, were trained on different domains, so full fine-tuning is 

considered more effective for adaptation to specific construction domains. The training process was 

carried out using the AdamW optimizer which is known to be able to provide stable and effective 

weight updates, especially on large-scale models. The learning rate was set at 0.001 to maintain 

stability during training while ensuring an optimal convergence rate. In addition, a momentum value 

of 0.9 was used to help speed up the training process by reducing gradient oscillations. The number of 

epochs used in training was 100, so that the model had enough iterations to learn the relevant feature 

representations from the dataset. Meanwhile, the batch size used was 32, as a compromise between 

computational efficiency and stability in gradient calculations. 

 

A. YOLOv10 

 
Figure 2. Architecture of YOLOv10[24] 

YOLOv10 is one of the variants of the YOLO (You Only Look Once) family designed for real-

time object detection with better efficiency and accuracy than previous versions. YOLOv10 

combines the latest techniques in network architecture and optimization to improve detection 

performance, especially on resource-constrained devices. The main architecture of YOLOv10 

can be shown in figure 2. YOLOv10 adopts a modular structure consisting of three main 

components[24] : 

a) Backbone: This components is responsible for extracting important features from the input 

image. YOLOv10 uses a lightweight and efficient backbone, such as a variant of 

CSPDarknet that has been optimized for speed and accuracy. This backbone is capable of 

capturing features at various scales, from coarse features to fine details. 

b) Neck: It functions to combine and amplify features from various resolution levels 

produced by the backbone. YOLOv10 uses techniques such as PANet (Path Aggregation 

Network) which helps the model understand spatial context and feature hierarchy, so that 

object detection becomes more accurate, especially for objects of different sizes. 

c) Head: This part that makes the final prediction in the form of bounding boxes, confidence 

scores, and object classification. YOLOv10 optimizes the head to produce precise and fast 

predictions, using customized anchor boxes and improved loss functions. 

In this study, the YOLOv10 architecture used is the small (YOLOv10s) and nano (YOLOv10n) 

versions. YOLOv10n is the lightest variant of YOLOv10, designed for devices with limited 

resources such as mobile devices or embedded systems. While YOLOv10s has a more complex 

architecture than YOLOv10n, with more layers and parameters. 

 

B. YOLOv11 

YOLOv11 is the latest iteration of the YOLO series, bringing a number of architectural and 

performance improvements over previous versions. It is designed to improve object detection 

accuracy while maintaining high inference speed, making it ideal for real-time applications such 

as personal protective equipment detection. The main architectural of YOLOv11 can be shown in 

figure 3 which the components of the model are[25]: 
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a) C3k2 Block (Cross Stage Partial with kernel size 2): A convolution block optimized for 

more efficient feature extraction with a smaller kernel size, reducing computational 

complexity without sacrificing feature quality. 

b) SPPF (Spatial Pyramid Pooling - Fast): A pooling technique that enhances the model's 

ability to capture features at various object scales in a faster and more efficient way than 

traditional pooling. 

c) C2PSA (Convolutional block with Parallel Spatial Attention): A parallel spatial attention 

module that helps the model focus on important parts of the image, improving detection 

capabilities especially for difficult or overlapping objects. 

The YOLOv11 architecture used is also a small version (YOLOv11s) and nano (YOLOv11n). 

The YOLOv11n architecture uses a simpler network with fewer parameters, so the training and 

inference process becomes more efficient. While YOLOv11s has a small variant that has a more 

complex architecture than nano, with a larger network capacity. 

 

 
Figure 3 Architecture of YOLOv11[25] 

 

3.6 Model Evaluation 

After the model has been trained, the evaluation stage is carried out to measure how well the 

model detects objects in data that has never been seen before (test data). This evaluation is important 

to ensure the model can perform accurately and reliably in real-world conditions. The metrics used in 

the evaluation stage are precision, recall, and mean average precision (mAP50) [26]: 

a) Precision: a metric that measures how accurate the positive predictions made by a model. In the 

context of object detection, precision indicates the proportion of true positive bounding box 

predictions out of all predictions made by the model. 

b) Recall: a metric that measures the ability of a model to find all objects that are actually present 

in the data. In object detection, recall indicates the proportion of objects that are successfully 

detected (true positives) out of all objects that should have been detected. 

c) mAP50: a key metric in object detection evaluation that measures the average precision at an 

Intersection over Union (IoU) threshold of 0.5. IoU is a measure of the overlap between the 

prediction bounding box and the ground truth bounding box. If IoU ≥ 0.5, the prediction is 

considered correct (True Positive). mAP50 is calculated by taking the average of the Average 

Precision (AP) for each object class at an IoU threshold of 0.5. This metric provides an overall 

picture of the model's performance in detecting and classifying objects with a fairly tight 

location accuracy. 

 

4 Results and Analysis 

The evaluation results using precision, recall, and map50 metrics can be seen in figures 4, 5, and 

6. Based on the evaluation results using precision metrics as shown in figure 4, YOLOv10n has the 

lowest precision of 0.709. This model is the lightest and fastest, so it is possible to have slightly lower 

precision. YOLOv10s shows an increase in precision to 0.731, indicating that this model is more 

accurate in predicting objects than the nano variant. YOLOv11n and YOLO v11s have precisions of 

0.740 and 0.804. Based on these results, it can be concluded that models with larger architectures and 

sizes (small) tend to have higher precision than the nano variant, because the larger model capacity 

allows for more complex and accurate feature learning. 
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Figure 4. Evaluation results using precision metrics 

 

Based on the evaluation results using the recall metric as seen in Figure 5, YOLOv10n has the 

lowest recall value of 0.671, meaning that this model successfully detects around 67.1% of the total 

objects that are actually in the test data. YOLOv10s is slightly better with a recall of 0.682, indicating 

a better ability to find existing objects. YOLOv11n has the highest recall value of 0.684, indicating 

that this model is most effective in detecting objects that are actually in the dataset. Meanwhile, 

YOLOv11s with a larger architecture size than YOLOv11n has the highest precision (0.804), but also 

has the lowest recall (0.669). This may be because large models such as YOLOv11s tend to produce 

predictions with higher confidence, but narrower distributions, so the model only detects predictions 

with very high confidence. This evaluation results indicate a natural trade-off between precision and 

recall. More selective models such as YOLOv11s produce highly accurate predictions but miss some 

objects due to low recall, while more permissive models such as YOLOv11n are able to capture more 

objects but with a slight decrease in precision. For the case of detecting the completeness of PPE in 

construction areas, a model with high recall such as YOLOv11n is more suitable, because it is able to 

detect more violations that actually occur, which is crucial for occupational safety. However, 

precision is still important, and the system should not ignore real violations to avoid false positives. 

 

 
Figure 5. Evaluation results using recall metrics 

 

Based on the evaluation results using the map50 metric which can be seen in figure 6, 

YOLOv10n has the lowest mAP50 value of 0.691, which means that this model has the lowest object 

detection performance compared to other variants in terms of the balance between precision and recall 

at the IoU threshold of 0.5. YOLOv10s is slightly better with an mAP50 value of 0.698, indicating an 

increase in overall object detection capabilities. YOLOv11n shows a more significant increase with an 

mAP50 value of 0.711, indicating that this model is more accurate in detecting and classifying 

objects. YOLOv11s has the highest mAP50 value of 0.718, indicating the best performance among 

the four models. This model is able to detect objects with better accuracy and consistency. So it can 

be concluded that the higher mAP50 value in YOLOv11s indicates that this model is the most 

effective in detecting personal protective equipment (PPE) in the dataset used. This means that 

YOLOv11s is able to provide more precise bounding box predictions and more accurate object 

classifications compared to other variants. Thus, the use of YOLOv11s in this study can provide more 

reliable and dependable detection results for real applications. 
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Figure 6. Evaluation results using mAP50 metrics 

 

In addition, based on the overall evaluation results, the model with the YOLOv11s architecture 

has the best evaluation results compared to other architectures. This can be seen from the best results 

of precision and mAP evaluation obtained by the YOLOv11s architecture. However, this architecture 

has the lowest recall value compared to other architectures. Although the recall of YOLOv11s is 

lower, the high precision can compensate in the calculation of mAP50. This shows that most of the 

predictions made are correct and with high confidence. In conclusion, YOLOv11s is very good at 

making accurate predictions, but tends to be conservative—only detecting objects if it is absolutely 

sure. This can be beneficial for applications that require high accuracy and low tolerance for detection 

errors, such as occupational safety monitoring (PPE detection). However, it can be less than optimal if 

the main goal is to detect as many objects as possible, for example in a search or rescue system. 

 

  
(a)                                                                          (b) 

Figure 7. Examples of PPE detection results using the YOLOv11s architecture: (a) safety helmet 

and vest detection; (b) gloves, safety helmet and vest detection 

 

Figure 7 shows an example of detection results using the model architecture that has the best 

evaluation, namely YOLOv11s. In figure 7 (a), object detection successfully identified the personal 

protective equipment used by the two people, namely helmets and safety vests, with a fairly high level 

of confidence, around 78% to 85%. Then in figure 7 (b), object detection successfully identified the 

personal protective equipment used by the two individuals, namely helmets, safety vests, and gloves, 

with a very high level of confidence, around 71% to 93%. From these two examples of detection 

results, it can be concluded that the deep learning model used in this detection shows very good 

performance in identifying various types of personal protective equipment (PPE) such as helmets, 

safety vests (vests), and gloves (gloves) in the images provided. 

 

5 Conclusion 

This research succeeded in developing a personal protective equipment (PPE) detection model in 

a construction environment using a CNN architecture with a fine-tuning approach on two YOLO 

variants, namely YOLOv10 and YOLOv11. Based on the evaluation results using precision, recall, 

and mAP50 metrics, the YOLOv11s model showed the best performance with the highest mAP50 

value of 0.718, indicating a more accurate and consistent object detection and classification capability 
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compared to other variants. Although YOLOv11n has the highest recall value, this model must be 

balanced with precision so as not to produce too many false positives. These results indicate that the 

increased model capacity and more complex architecture in YOLOv11s significantly contribute to 

improving the accuracy of PPE detection, so this model has great potential to be applied in automatic 

occupational safety monitoring in the construction field. In further research, it is recommended to 

develop models with more diverse datasets and more complex environmental scenarios, including 

lighting conditions and varying shooting angles. In addition, the integration of this detection system 

with real-time hardware such as CCTV cameras and automatic warning systems can be an important 

step for practical implementation in the field. 
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