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Abstract

The current revolution in technology makes data a crucial part of real-life applications due to its importance in making decisions. In the era of big data and the massive expansion of data streams on Internet networks and platforms, the process of data collection, mining, and analysis has become a not easy matter. Therefore, the presence of auxiliary applications for data mining and gathering has become a necessary need. Usually, companies offer special APIs to collect data from particular destinations, which needs a high cost. Generally, there is a severe lack in the literature in providing approaches that offer flexible, low, or free of cost tools for web scraping. Hence, this article provides a free tool that can be used for data mining and data collection purposes from the web. Specifically, an efficient Google Scholar web scraper is introduced. The extracted data can be used for analysis purposes and making decisions about an issue of interest. The proposed scraper can also be modified for crawling web links and retrieving specific data from a particular website. It can also formalize the collected data as a ready dataset to be used in the analysis phase. The efficiency of the proposed scraper is tested in terms of the time consumption, accuracy, and quality of the data collected. The findings showed that the proposed approach is highly feasible for data collection and can be adopted by data analysts.
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1 Introduction

With the advent of the Internet, data has become larger and more complex. The process of analyzing and investigating data plays a significant role in making decisions. Moreover, the internet is a vast, dynamic repository of many various types of data, some beneficial and others not so helpful. It is occasionally needed to gather and retain this data for a variety of reasons, but doing that manually would probably take a very long time. Therefore, there is a critical need to automate the process of data collection to save cost and effort. Many websites offer public mechanisms (e.g., APIs) for their customers to retrieve data. Unfortunately, not all websites offer APIs for data collection, and this is where the scraper role comes in handy in the data collection process [1].

A web scraper is a program that submits an HTTP request for a certain website, waits for a legitimate response that ideally includes the HTML, and then parses the HTML for specified information [2]. Scrapers can retrieve data in a variety of forms such as text and JSON. These formats can be further reformalized to be appropriate for analysis purposes. The scraper can also be involved in formalizing the collected data as part of its tasks, which makes the process fully automated and the data analyst can directly use the output of the scraper as input of the data analysis software [3].

Many difficulties can be faced during the scraping process such as blocking the user’s IP, a limited number of HTTP requests, a limited size of data collection per day, and more [4]. Therefore, developers try to use sophisticated approaches that make the scraping work smoothly. On the other hand, the scraping process can be triggered using text keywords that may exist in a particular web link or website.

2 Literature Review

The literature has a lot of works that suggest methods for web scraping, these works used a variety of approaches and techniques. The authors in [5] concentrated on a variety of web scraping-related topics, starting with a basic introduction and a quick examination of the different technologies and tools...
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Other studies used particular techniques for efficient scraping such as the work of Pramudita et al. [9] who used a multithreaded technique to construct the web crawler program. In [10], the authors covered the topics of web crew members, including their designs, and other difficulties that arise when search engines utilize Web crawlers.

Other recent works in the literature suggest methods that support the scraping process in many different aspects. For instance, Zhang et al. [11], proposed a dataset on documents on the web with a broad range of domains to help with training later, in addition, the authors present STAPI, for identifying part titles and prose material in HTML documents using the two-step technique.

Since Google Scholar is considered one of the main sources of bibliographic information on academic authors around the world, it is mainly used to analyze the performance of authors, institutions, and publishers, to mention but a few. The authors in [12] designed a scraper that worked to comprehend the web page's structure, and uses a designed regular expression to get certain data using API. Victoriano et al. [13] designed a scraper to retrieve bibliographic information of the faculties of Bulacan State University aiming to monitor and analyze their research activities and publications. In the same context, Rahmatulloh & Gunawan [14] designed a scraper to collect data from Google Scholar to investigate the performance of authors in terms of research publications. Their designed scraper was efficient in retrieving data successfully. In fact, there are many recent articles about scraping Google Scholar such as [15], [16], [17], [18], [19], [20]. Table 1 presents a summary of the studies considered in this section in terms of the main observed limitations.

Table 1. Literature limitations and issues.

<table>
<thead>
<tr>
<th>Issue #</th>
<th>Study</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>[5]</td>
<td>Web scraping needs special programming skills as well as some practices and standardizations (a clear approach for web scraping).</td>
</tr>
<tr>
<td>3.</td>
<td>[7]</td>
<td>No standard tools or standardizations</td>
</tr>
<tr>
<td>4.</td>
<td>[8]</td>
<td>The main concerns were data harvest ratio and the precision of collected data.</td>
</tr>
<tr>
<td>5.</td>
<td>[9]</td>
<td>Limitations related to thread management during the collection process.</td>
</tr>
<tr>
<td>6.</td>
<td>[10]</td>
<td>Designing a web scraper depends on the purpose of the scraper and the nature of the application.</td>
</tr>
<tr>
<td>7.</td>
<td>[11]</td>
<td>The accuracy of collected data should be tested and evaluated in order to assess the efficiency of the scraper.</td>
</tr>
<tr>
<td>8.</td>
<td>[12]</td>
<td>More work is required to build an efficient scraper for data collection.</td>
</tr>
<tr>
<td>10.</td>
<td>[14]</td>
<td>Scrapers should be executed periodically and continuously for specific targets of interest aiming to have up-to-date data.</td>
</tr>
<tr>
<td>11.</td>
<td>[15]</td>
<td>The dynamic nature of data on the web makes it difficult to get accurate insight about the data.</td>
</tr>
<tr>
<td>12.</td>
<td>[16]</td>
<td>Obstacles may be faced during the data collection process such as CAPTCHA, which should be passed during the process.</td>
</tr>
<tr>
<td>13.</td>
<td>[17]</td>
<td>Data redundancy may occur during the scraping process and data validation.</td>
</tr>
<tr>
<td>14.</td>
<td>[18]</td>
<td>Data structure and inconsistency.</td>
</tr>
<tr>
<td>15.</td>
<td>[19]</td>
<td>Source data updates during the scraping process.</td>
</tr>
<tr>
<td>16.</td>
<td>[20]</td>
<td>Natural language issues in data such as the languages that have complex scripts (e.g., Chinese, Arabic, etc.)</td>
</tr>
</tbody>
</table>

2.1 Literature Gap and Contribution
The deep view of the literature shows that developers used different kinds of techniques to scrape Google Scholar data and some of them are not free. This makes developers and readers confused about which method is most appropriate. In Table 1, the main observations of the literature were presented, therefore, considering these observations, this study is conducted to design a standard approach for developers to scrape Google Scholar data with no cost required. The proposed scraper is able to overcome some of the limitations of the literature. For instance, providing an efficient approach for scraping Google Scholar, no legal or ethical issues since the proposed scraper collects public data, efficient thread management strategy, and has high data collection accuracy. Hence, the contribution of this work is to propose a novel and efficient scraper for Google Scholar to efficiently retrieve information about authors, articles, institutions, journals, and publishers efficiently and with no cost required. The retrieved information can be used in any research that needs a ready-made data set in the analysis process by the researchers.

The remaining sections of this article are: Section 3 describes the design of the proposed scraper. Section 4 presents the results obtained and discussions. Finally, the whole work is concluded in Section 4.

3 Research Method

This section describes the design of the proposed scraper into two portions; first, the stages of the whole design, second, the algorithm of the proposed scraper.

3.1 Overview of the Proposed Web Scraper

The proposed Google Scholar scraper system consists of six stages shown in Figure 1. The first stage is to get the initial Uniform Resource Locator (URL) which is the seed of the scraper, and this URL is the address of the first page that we want to scrape. The second stage is the process of fetching the page that contains the information. The next stage is parsing the page and extracting the information from the parsing page. The fourth stage organizes the extracted data in a readable format. Then, the stage before the final is storing the readable data to be ready for use. The final stage is the process of getting a new URL, and this process is done either by extracting a new URL inside the fetched current page or by the next pages from the initial URL.

3.2 The Proposed Scraping Algorithm

For easy understanding of the proposed scraper, an algorithm has been designed that simulates the work of the proposed scraper. Figure 2 shows the flowchart of the proposed system algorithm. First, we must determine the initial URL of the page that must be scrapped. This step is done by putting the initial URL to the proposed algorithm or we can generate a URL from the entry keyword.
The next step in the proposed algorithm is to check whether the current URL address has not been visited previously to avoid entering the algorithm into an iterative loop as well as to prevent repeated scraping of pre-existing information.

Figure 2. Flowchart for the proposed system
Now, if the URL is in the database, then the next step is to search for another URL on the current page, if there is another URL, then return to the previous step, or go to the next step in the proposed algorithm.

The next is, if the URL is not in the database, then the next step is to send a request to fetch the page according to the current URL, if the request gets successful and gets the page, then the next step is to parse the page to extract the information. After that, the extracted information is organized legibly, and the next step is to store the organized information for later use in research by researchers. Figure 3(A) and (B) demonstrate the sample of extracted information. The next step is to store the current URL in the database and return to the step of checking whether there is another URL in the current fetched page.

---

**Figure 3. A sample of extracted information**

<table>
<thead>
<tr>
<th>E</th>
<th>F</th>
<th>G</th>
</tr>
</thead>
<tbody>
<tr>
<td><a href="https://example.google.com">URL</a></td>
<td><a href="https://example.google.com">URL</a></td>
<td>None</td>
</tr>
<tr>
<td><a href="https://example.google.com">URL</a></td>
<td><a href="https://example.google.com">URL</a></td>
<td>None</td>
</tr>
<tr>
<td><a href="https://example.google.com">URL</a></td>
<td><a href="https://example.google.com">URL</a></td>
<td><a href="https://example.google.com">URL</a></td>
</tr>
</tbody>
</table>

---

**Figure 3. B sample of extracted information**
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Now, if the request does not get successful, then the next step is to get the next URL and return to the step of checking whether the URL is in the database or not. The proposed algorithm will still work until all the pages are visited and there is no URL to get pages.

4 Results and Analysis

Designing web scrapers needs programming tools and libraries, as for the proposed scraper, some libraries were used:

- BeautifulSoup: is a Python language library that interprets HTML texts and retrieves data from them.
- Lxml: is a Python language library that can be used for online scraping as well as easy management of XML and HTML files.
- Requests: is a Python language library that is used to send requests for a web page and return the HTML form of the web page.

In general, the HTML page information is organized into divisions. Therefore, to access certain information within the HTML page, we must search for its specific division. The information below is scraped using the proposed scraper using the division tag <div>.

**Article Title:** the title of the paper is scraped using division '.gs_rt', as shown in Figure 4.

![Figure 4. Extraction of the article title](image.png)

The other piece of information that was retrieved:

**Article link:** the paper link is scraped using division '.gs_rt a', as shown in Figure 5.

![Figure 5. Extraction of article link](image.png)

Also, the authors’ information was retrieved as follows:

**Authors:** the information of the authors of the article can be scraped using division '.gs_a', as shown in Figure 6.

![Figure 6. Extraction of authors](image.png)
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Other information such as abstract, cited by, related articles, and article versions were also scraped as follows:

**Abstract:** the abstract of the article can be scraped using the division `.gs_rs`, as shown in Figure 7.

**Cited by:** also, we can scrape a link representing the information about who cited this article by using the division `#gs_res_ccl_mid .gs_nph+ a`, as shown in Figure 8.

**related_articles:** the related articles link can be scraped using the division `a:nth-child(4)`, as shown in Figure 9.

**all_article_versions:** finally, we can scrape the versions of the article by using the division `a~ a+.gs_nph`, as shown in Figure 10.
Figure 10. Extracting of the versions of an article

Using the proposed algorithm, developers can get huge information on specific topics determined by the URL or by keyword, this information is useful for other researchers to use in their research and analysis. Furthermore, this paper considers Google Scholar as the main source of data and uses the proposed web scraper with input keywords to get data of interest. The scraper in this paper goes into the depth of the pages, by finding URL addresses to information not available on the current page. The first depth of scraping is collecting direct information that is available on the page, and the second depth of scraping is the collection of the URLs addresses from the current page and using them to collect unavailable information on the current page.

The proposed scraper is able to collect huge information from Google Scholar and arrange this information in a way that is easy to manage. Also, the proposed scraper can support researchers in collecting a dataset for any topic in any research area of interest by setting the appropriate keyword, as it consumes the time of the data collection process. Finally, the proposed scraper is considered economically sufficient since it does not require any cost for collecting the scraped links. The proposed crawler can fetch all information for approximately 100 articles every 2 seconds. A delay of two seconds was made to avoid the ban from fetching information from Google Scholar, as well as to solve the problem of Captcha. Moreover, when it is required to collect significant big data, some techniques are available in the literature that can speed up the collection process especially if it is performed completely in the cloud [21], [22], [23].

Finally, Table 2 presents the literature limitations that have been solved/unsolved using the proposed approach. However, the issues that have not yet been solved, are considered ongoing and left as a future work of this study.

Table 2. Issues solved/unsolved by the proposed scraper

<table>
<thead>
<tr>
<th>Issue #</th>
<th>Solved (S)/ Unsolved (U)</th>
<th>Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.</td>
<td>S</td>
<td>Collecting public data.</td>
</tr>
<tr>
<td>3.</td>
<td>S</td>
<td>Using well-defined tools (libraries and scripts)</td>
</tr>
<tr>
<td>4.</td>
<td>S</td>
<td>The collected data was manually tested.</td>
</tr>
<tr>
<td>5.</td>
<td>S</td>
<td>Coding well-designing thread approach.</td>
</tr>
<tr>
<td>6.</td>
<td>S</td>
<td>The target was Google Scholar data and the proposed scraper was sufficient.</td>
</tr>
<tr>
<td>7.</td>
<td>S</td>
<td>Sample data was manually counted and compared to the collected.</td>
</tr>
<tr>
<td>8.</td>
<td>S</td>
<td>The proposed scraper includes tools and techniques selected after many tries.</td>
</tr>
<tr>
<td>9.</td>
<td>S</td>
<td>For Google Scholar, the proposed approach can be considered a standard.</td>
</tr>
<tr>
<td>10.</td>
<td>U</td>
<td>The proposed scrapers should be executed periodically and continuously to get up-to-date data.</td>
</tr>
<tr>
<td>11.</td>
<td>U</td>
<td>Google Scholar data is dynamic.</td>
</tr>
<tr>
<td>12.</td>
<td>S</td>
<td>Addressed</td>
</tr>
</tbody>
</table>
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13. Partially

This issue is considered a limitation of the proposed scraper when having double profiles for the same author in Google Scholar.

14. S

Google Scholar data is well-structured.

15. U

At the time the scraper gets a profile, any update will not be considered, which is also a limitation of the proposed scraper.

16. U

A limitation of the proposed scraper.

5 Conclusion

This work suggested a web scraper for web scraping and data mining. The proposed scraper could crawl web links and retrieve specific data from a particular website. It could also formalize the collected data as a ready dataset to be used in the analysis phase. Moreover, the case study considered in this work was Google Scholar, therefore, the proposed scraper, was mainly used to collect bibliography information from Google Scholar and arrange this information in a way that is easy to deal with and managed by researchers. The proposed scraper is adjustable to be sufficient in collecting data about a particular author, institution, publisher, or journal, this can be performed easily by setting the keywords of interest. Additionally, the proposed scraper worked in two depths, which means it can retrieve the information included in the links available on the scraped web page. The design approach of the proposed scraper was carefully performed aiming to have an efficient data collection tool in terms of time consumption, data accuracy, and the quality of data. The proposed scraper was able to overcome many of the limitations in the literature. However, some limitations need to be given more attention in the next version of the proposed scraper.

As future work, it is planned to overcome the limitations mentioned in Table 2. It is also planned to design a frontend (e.g., special purpose website) that includes the proposed scraper and makes it available for public use. The other aspect that needs more improvement is enabling the proposed scraper to work in 3 or 4 depths as required.
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